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Preface

Red Hat Linux is the most popular distribution of Linux currently in use. Red Hat
Linux has shown itself to be a robust, reliable operating system that can run on a
variety of hardware, from personal computers to large mainframes. Linux in general,
and Red Hat Linux in particular, is a very powerful operating system that can be used
at the enterprise level as a full-fledged server, as well as at the workstation level for
typical user applications. For those of us dissatisfied with the reliability of other com-
mercially available operating systems, Red Hat Linux is a pleasant alternative.

How This Book Is Organized

This book is divided into five parts. Each part covers a specific area of functionality
in a typical Red Hat Linux system.

Part 1 — Red Hat Linux System and Network
Administration Defined

This part describes the duties of a system administrator. Chapter 1 explains some of
the more common tasks, such as installing servers and application software,
managing user accounts, and backing up and restoring files. Many more topics are
covered in this chapter. Chapter 2 details the steps involved in planning and build-
ing a network and planning for security and disaster recovery. Chapter 3 takes you
through the steps required to install Red Hat Linux on a local system as well as on
a remote system. Chapter 4 gives an explanation of the Red Hat Linux file system
and storage devices. Chapter 5, the last chapter in Part I, lists the system and
network configuration files and their uses.

Part 11 — Red Hat Linux Network Services

This part of the book is where you learn about the networking services available in
Red Hat Linux. Chapter 6 gives an explanation of the TCP/IP protocol suite and
how to configure it on your system. Chapter 7 tells how to configure the Network
File System (NFS) for sharing files with other Linux or Unix computers on your
network. Chapter 8 provides a description of the Network Information System (NIS)
as well as configuration instructions. If you have computers running Microsoft
operating systems, Chapter 9 is where you find instructions for connecting your
Red Hat Linux network to the Windows network. The final chapter in this part,
Chapter 10, tells you how to connect your Red Hat Linux network to computers
running the Apple operating system.

ix
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Part 111 — Red Hat Linux Internet Services

Internet services are somewhat different from network services used on an internal
network. Chapter 11 begins this part by explaining Internet services, and includes a
discussion of the xinetd and TCP wrappers configuration files.A fundamental part of
using the Internet is the ability to enter a domain name and have it converted into
an IP number that is the actual address of a computer. The name-to-number conver-
sion is done by the Domain Name System (DNS), which is covered in Chapter 12.
Chapter 13 describes the File Transfer Protocol (FTP) and gives installation and con-
figuration instructions. Sending and receiving e-mail has become so common that
it’s hard to remember the time before we had it. Chapter 14 explains mail services
and its configuration. Last, but not least, you find an explanation of setting up a
Web server. Chapter 15 covers Apache, one of the most popular Web servers in use.

Part 1V — Red Hat Linux System Maintenance

The goal of this part of the book is to provide a fundamental understanding of the
tasks required to maintain your system and ensure that it runs optimally. Chapter 16
explains the Red Hat Network, a service available from Red Hat that you can use to
keep your system current. You can register your systems with Red Hat and then
receive notifications of updated or new software that can be installed. Chapter 17
discusses upgrading and customizing the kernel for your specific needs. Chapter 18
tells you how to use the command line to perform all of your system administrative
tasks. If you want to use scripts to automate some of your work, Chapter 19 is where
you find out how to do it. Chapter 20 deals with monitoring the performance of your
system. Creating users and groups is a basic part of system maintenance, and
Chapter 21 describes this process. Chapter 22 details the steps necessary to back up
your file system and use the backups to restore your system. The final chapter in this
part, Chapter 23, gives instructions on installing and upgrading software packages.

Part V — Security and Problem Solving

A critical area of concern for system administrators is maintaining a secure system.
Most of the chapters in this part deal with security, beginning with Chapter 24,
which covers security basics. Chapter 25 addresses local, or host-based, security. In
Chapter 26 you find an explanation of firewalls and Internet security and the risks
you may encounter from outside connections. Chapter 27 looks at ways to monitor
a Red Hat Linux system for attempted, potential, and actual security compromises
using the tools available in a standard Red Hat Linux installation. The last chapter
in this part, Chapter 28, lists problems you may encounter during normal operation
of your system and the steps to take to solve the problems discussed.
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How to Use This Book

Our intention for this book is to cover the Red Hat Linux operating system in
enough detail to provide the answers that you need. The book is divided into the
parts previously discussed to make it easy for you to go to the specific part for the
topic you need to learn about. You can use the book as a reference for whatever
you need to know about a particular topic.

Using this book’s icons

Watch for the following margin icons to help you get the most out of this book:

TIP Tips provide special information or advice.
sM
¥/

Caution icons warn you of a potential problem or error.

This icon directs you to related information in another section or chapter.

A Note highlights an area of interest or special concern related to the topic.

This icon points you toward related material on the book’s CD-ROM.
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Conventions

This book uses the following conventions for explanations of how to do things on
your computer:

*

Italic type introduces new technical terms. It also indicates replaceable
arguments that you should substitute with actual values — the context
makes clear the distinction between new terms and replaceable arguments.

Bold type shows a command you type in.

Monospaced text distinguishes commands, options, and arguments from
surrounding explanatory content.

Keys to press in combination are shown like this example: Ctrl+Alt+Delete
means to press all three keys at the same time.

The term click means to press the left mouse button once. Double-click
means to press the left button twice in quick succession. Right click means
to press the right mouse button once. Drag means to hold down the left
mouse button and move the mouse while holding down the button.
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IN THIS PART:

This part introduces the system
administrator’s duties. The chapters in
this part discuss planning a network,
installing Red Hat Linux, and working

with the Red Hat Linux file system and

configuration files.



Chapter 1

Duties of the System
Administrator

IN THIS CHAPTER

The Linux system administrator

Installing and configuring servers

Installing and configuring application software
Creating and maintaining user accounts
Backing up and restoring files

Monitoring and tuning performance

2
2
2
2
2
2
¢ Configuring a secure system
2

Using tools to monitor security

LINUX IS A MULTIUSER, multitasking operating system from the ground up, and in
this regard the system administrator has flexibility — and responsibility — far
beyond those of other operating systems. Now, Red Hat has employed innovations
that extend these duties even for the experienced Linux user. In this chapter, we
look at those requirements.

The Linux System Administrator

Linux involves much more than merely sitting down and turning on the machine.
Often you hear talk of a “steep learning curve,” but that discouraging phrase can be
misleading. Instead, Linux is quite different from the most popular commercial
operating systems in a number of ways, and while it is no more difficult to learn
than other operating systems, it is likely to seem very strange even to the experi-
enced administrator of some other system. In addition, the sophistication of a num-
ber of parts of the Red Hat Linux distribution has increased by an order of
magnitude, so even an experienced Linux administrator is likely to find much that
is new and unfamiliar. Fortunately, there are new tools designed to make system
administration easier than it has ever been before.
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Make no mistake: Every computer in the world has a system administrator. It
may be — and probably is — that the majority of system administrators are probably
those who decided what software and peripherals were bundled with the machine
when it was shipped. That status quo remains because the majority of users who
acquire computers for use as appliances probably do little to change the default
values. But the minute a user decides on a different wallpaper image or adds an
application that was acquired apart from the machine itself, he or she has taken on
the mantle of system administration.

Such a high-falutin’ title brings with it some responsibilities. No one whose
computer is connected to the Internet, for instance, has been immune to the effects
of poorly administered systems, as demonstrated by the Distributed Denial of
Service (DDoS) and e-mail macro virus attacks that have shaken the online world in
recent years. The scope of these acts of computer vandalism (and in some cases
computer larceny) would have been greatly reduced if system administrators had a
better understanding of their duties.

The Linux system administrator is more likely to understand the necessity of
active system administration than are those who run whatever came on the com-
puter, assuming that things came from the factory properly configured. The user or
enterprise that decides on Linux has decided, too, to assume the control that Linux
offers, and the responsibilities that this entails.

By its very nature as a modern, multiuser operating system, Linux requires a
degree of administration greater than that of less robust home market systems. This
means that even if you are using a single machine connected to the Internet by a
dial-up modem — or not even connected at all — you have the benefits of the same
system employed by some of the largest businesses in the world, and will do many
of the things that the IT professionals employed by those companies are paid to do.
Administering your system does involve a degree of learning, but it also means that
in setting up and configuring your own system you gain skills and understanding
that raise you above mere “computer user” status. The Linux system administrator
does not achieve that mantle by having purchased a computer but instead by having
taken full control of what his or her computer does and how it does it.

You may end up configuring a small home or small office network of two or
more machines, perhaps including ones that are not running Linux. You may be
responsible for a business network of dozens of machines. The nature of system
administration in Linux is surprisingly constant, no matter how large or small your
installation. It merely involves enabling and configuring features you already have
available.

By definition, the Linux system administrator is the person who has “root”
access, which is to say the one who is the system’s “super user” (or root user). A
standard Linux user is limited as to the things he or she can do with the underlying
engine of the system. But the “root” user has unfettered access to everything — all
user accounts, their home directories, and the files therein; all system configura-
tions; and all files on the system. A certain body of thought says that no one should
ever log in as “root,” because system administration tasks can be performed more
easily and safely through other, more specific means, which I discuss in due course.



Chapter 1: Duties of the System Administrator

The system administrator has full system privileges, so the first duty is to know
what you're doing lest you break something.

e

The word “duties” implies a degree of drudgery; in fact, they’re a manifestation
of the tremendous flexibility of the system measured against responsibility to run a
tight installation. These duties do not so much constrain the system administrator
as free him or her to match the installation to the task. But all are likely employed
to some degree in every system. Let’s take a brief look at them.

By definition, the Linux system administrator is the person who has “root”

1o U,

access, which is to say the one who is the system’s “super user.”

Installing and Configuring Servers

In the Linux world, the word “server” has a meaning that is broader than you might
be used to. For instance, the standard Red Hat Linux graphical user interface (GUI)
requires a graphical layer called XFree86. This is a server. It runs even on a stand-
alone machine with one user account. It must be configured. (Fortunately, Red Hat
Linux has made this a simple and painless part of installation on all but the most
obscure combinations of video card and monitor; gone are the days of anguish
configuring a graphical desktop.)

Likewise, printing in Linux takes place only after you have configured a print
server. Again, this has become so easy as to be nearly trivial.

In certain areas the client-server nomenclature can be confusing, though. While
you cannot have a graphical desktop without a server, you can have World Wide
Web access without a Web server, file transfer protocol (FTP) access without run-
ning an FTP server, and Internet e-mail capabilities without ever starting a mail
server. You may well want to use these servers, all of which are included in Red Hat
Linux, but then again you may not. And whenever a server is connected to other
machines outside your physical control, there are security implications — you want
users to have easy access to the things they need, but you don’t want to open up the
system you're administering to the whole wide world.

-"pt Whenever a server is connected to machines outside your physical control,
$@% security issues arise. You want users to have easy access to the things they
\

)

need, but you don’t want to open up the system you're administering to the

whole wide world.
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Linux distributions used to be shipped with all imaginable servers turned on by
default. This was a reflection of an earlier, more polite era in computing, when peo-
ple did not consider vandalizing other people’s machines to be good sport. But the
realities of a modern, more dangerous world have dictated that all but essential
servers are off unless specifically enabled and configured. This duty falls to the sys-
tem administrator. You need to know what servers you need and how to employ
them, and to be aware that it is bad practice and a potential security nightmare to
enable services that the system isn’t using and doesn’t need. Fortunately, the follow-
ing pages show you how to carry out this aspect of system administration easily and
efficiently.

Installing and Configuring
Application Software

This may seem redundant, but it’s crucial that the new Linux system administrator
understand two characteristics that set Linux apart from popular commercial oper-
ating systems: The first is the idea of the root or super user, and the second is that
Linux is a multiuser operating system. Each user has (or shares) an account on the
system, be it on a separate machine or on a single machine with multiple accounts.

One reason that these concepts are crucial is found in the administration of
application software — productivity programs.

While it is possible for individual users to install some applications in their home
directories — drive space set aside for their own files and customizations — these
applications are not available to other users without the intervention of the system
administrator. Besides, if an application is to be used by more than one user, it
probably needs to be installed higher up in the Linux file hierarchy, which is a job
that can be performed by the system administrator only. (The administrator can
even decide which users may use which applications by creating a “group” for that
application and enrolling individual users into that group.)

New software packages might be installed in /opt, if they are likely to be
upgraded separately from the Red Hat Linux distribution itself; by so doing, it’s
simple to retain the old version until you are certain the new version works and
meets expectations. Some packages may need to go in /usr/local or even /usr, if
they are upgrades of packages installed as part of Red Hat Linux. (For instance,
there are sometimes security upgrades of existing packages.) The location of the
installation usually matters only if you compile the application from source code; if
you use a Red Hat Package Manager (RPM) application package, it automatically
goes where it should.

Configuration and customization of applications is to some extent at the user’s
discretion, but not entirely. “Skeleton” configurations — administrator-determined
default configurations — set the baseline for user employment of applications. If
there are particular forms, for example, that are used throughout an enterprise, the
system administrator would set them up or at least make them available by adding
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them to the skeleton configuration. The same applies, too, in configuring user desk-
tops and in even deciding what applications should appear on user desktop menus.
Your company may not want the games that ship with modern Linux desktops to be
available to users. And you may want to add menu items for newly installed or cus-
tom applications. The system administrator brings all this to pass.

Creating and Maintaining
User Accounts

Not just anyone can show up and log on to a Linux machine. An account must be
created for each user and — you guessed it — no one but the system administrator
may do this. That’s simple enough.

But there’s more, and it involves decisions that either you or your company must
make. You might want to let users select their own passwords, which would no
doubt make them easier to remember, but which probably would be easier for a
malefactor to crack. You might want to assign passwords, which is more secure in
theory but which increases the likelihood that users will write them down on a con-
veniently located scrap of paper — a risk if many people have access to the area
where the machine(s) is located. You might decide that users must change their pass-
words periodically, and you can configure Red Hat Linux to prompt users to do so.

And what to do about old accounts? Perhaps someone has left the company.
What happens to his or her account? You probably don’t want him or her to con-
tinue to have access to the company network. On the other hand, you don’t want to
simply delete the account, perhaps to discover later that essential data resided
nowhere else.

To what may specific users have access? It might be that there are aspects of
your business that make World Wide Web access desirable, but you don’t want
everyone spending their working hours surfing the Web. If your system is at home,
you may wish to limit your children’s access to the Web, which contains sites to
which few if any parents would want their children exposed.

These issues and others are parts of the system administrator’s duties in manag-
ing user accounts. Whether the administrator or his or her employer establishes the
policies governing them, those policies should be established — if in an enterprise,
preferably in writing — for the protection of all concerned.

Backing Up and Restoring Files

Until equipment becomes absolutely infallible, and until people lose their desire to
harm the property of others (and, truth be known, until system administrators
become perfect), there is a need to back up important files so that in the event of a
failure of hardware, security, or administration, the system can be up and running
again with minimal disruption. Only the system administrator may do this.
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(Because of its built-in security features, Linux may not allow users to be able even
to back up their own files to floppy disks.)

Again, knowing that file backup is your job is not enough. You need to formulate
a strategy for making sure your system is not vulnerable to catastrophic disruption.
And it’s not always obvious. If you have a high-capacity tape drive and several
good sets of restore diskettes, you might make a full system backup every few days.
If you are managing a system with scores of users, you might find it more sensible
to back up user accounts and system configuration files, figuring that reinstallation
from the distribution CDs would be quicker and easier than getting the basics off a
tape archive. (Don’t forget the applications you've installed separate from your Red
Hat Linux distribution, especially including anything heavily customized!)

Once you’ve decided what to back up, you need to decide how frequently you
want to perform backups and whether you wish to maintain a series of incremental
backups — adding only the files that have changed since the last backup — or mul-
tiple full backups, and when these backups are to be performed — do you trust an
automated, unattended process? Or, if you have input as to the equipment used, do
you want to use a redundant array of independent disks, or RAID, which is to say
multiple hard drives all containing the same data as insurance against the failure of
any one of them, in addition to other backup systems. (A RAID is not enough,
because hard drive failure is not the only means by which a system can be brought
to a halt.)

Conversely, you do not want to become complacent or to foster such an attitude
among users. Part of your strategy should be the maintenance of perfect backups
without ever needing to resort to them. This means encouraging users to keep mul-
tiple copies of their own important files, all in their home directories, so that you are
not being asked to mount a backup so as to restore a file that a user has corrupted.
(And if the system is stand-alone, you as your own system administrator might
want to make a practice of backing up configuration and other important files.)

The chances are that even if you're working for a company, you'll make these
decisions — all your boss wants is a system that works perfectly, all the time.
Backing up is only half the story, too. You need to formulate a plan for bringing the
system back up in the event of a failure. Such a plan extends to areas outside the
scope of this book. Sometimes hardware failures are so severe that the only solution
is replacing the hard drive, replacing everything except the hard drive, or even
restoring from backup to a whole new machine.

-"p'/ Backing up is only half the story.You need to formulate a plan for bringing
‘&% the system back up in the event of a failure.
\

J
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Monitoring and Tuning Performance

The default installation of Red Hat Linux goes a long way toward capitalizing on
existing system resources. But there is no “one size fits all” configuration, and
Linux is infinitely configurable or close to it.

On a modern stand-alone system, Linux is going to be pretty quick, and if it
isn’t, there’s something wrong — something that is up to the system administrator
to fix. But you might want to squeeze that one last little bit of performance out of
your hardware. Or you might have a number of people using the same fileserver,
mail server, or other shared machine, in which case seemingly small improvements
in system performance can mean a lot.

System tuning is an ongoing process aided by a variety of diagnostic and mon-
itoring tools. Some performance decisions are made at installation time, while
others are added or tweaked later. A good example is the use of the hdparm utility,
which can increase throughput in IDE drives considerably — but for some high-
speed modes a check of system logs will show that faulty or inexpensive cables can,
in combination with hdparm, produce an enormity of nondestructive but system-
slowing errors.

Proper monitoring allows you to detect a misbehaving application that might be
consuming more resources than it should or failing to exit completely on close.
Through the use of system performance tools you can determine when hardware —
such as memory, added storage, or even something as elaborate as a hardware
RAID — should be upgraded for more cost-effective use of a machine in the enter-
prise or for complicated computational tasks such as three-dimensional rendering,.

Possibly most important, careful system monitoring and diagnostic practices
give you an early heads-up when a system component is showing early signs of
failure, so that any potential downtime can be minimized. Combined with the
resources for determining which components are best supported by Red Hat Linux,
performance monitoring can result in replacement components which are far more
robust and efficient in some cases.

And in any case, careful system monitoring plus wise use of the built-in config-
urability of Linux allows you to squeeze the best possible performance from your
existing equipment, from customizing video drivers to applying special kernel
patches to simply turning off unneeded services to free memory and processor
cycles.

-"p”/ To squeeze the best performance from your equipment, monitor your
$@% system carefully and use Linux’s built-in configurability wisely.
\
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Configuring a Secure System

If there is a common thread in Linux system administration, something that is a
constant presence in everything you do, it is the security of the computer and data
integrity.

What does this mean? Well, just about everything. The system administrator’s
task, first and foremost, is to make certain that no data on the machine or network
are likely to become corrupted, whether by hardware or power failure, by miscon-
figuration or user error (to the extent that the latter can be avoided), or by malicious
or inadvertent intrusion from elsewhere. It means doing all the tasks described
throughout this chapter well and with a full understanding of their implication, and
it means much more.

No one involved in computing can have failed to hear of the succession of
increasingly serious attacks upon machines connected to the Internet. The majority
of these have not targeted Linux systems, but that doesn’t mean that Linux systems
have been entirely immune, either to direct attack or to the effects of attacks on
machines running other operating systems. In one Distributed Denial of Service
(DDoS) attack aimed at several major online companies, many of the “zombie”
machines — those which had been exploited so that the vandals could employ thou-
sands of machines instead of just a few — were running Linux that had not been
patched to guard against a well-known security flaw. In the various “Code Red”
attacks of the summer of 2001, Linux machines themselves were invulnerable, but
the huge amount of traffic generated by this “worm” infection nevertheless pre-
vented many Linux machines from getting much Web-based work done for several
weeks, so fierce was the storm raging across the Internet. And few Internet e-mail
users have gone without receiving at least some “SirCam” messages — nonsensical
messages from strangers with randomly selected files from the strangers’ machines
attached. While this infection did not corrupt Linux machines as it did those run-
ning a different operating system, anyone on a dial-up connection who had to
endure the download of several megabytes of infected mail would scarcely describe
himself or herself as unaffected by the attack.

Depending on how and to what a Linux machine is connected, the sensitivity of
the data it contains and the uses to which it is put, security can be as simple as
turning off unneeded services, monitoring the Red Hat Linux security mailing list
to make sure that all security advisories are followed, and otherwise engaging in
good computing practices to make sure the system runs robustly. Or it can be an
almost full-time job involving levels of security permissions within the system and
systems to which it is connected, elaborate firewalling to protect not just Linux
machines but machines that, through their use of non-Linux software, are far more
vulnerable, and physical security — making sure no one steals the machine itself!

For any machine that is connected to any other machine, security means hard-
ening against attack and making certain that no one is using your machine as a
platform for launching attacks against others. If you are running Web, ftp, or mail
servers, it means giving access to those who are entitled to it while locking out
everyone else. It means making sure that passwords are not easily guessed and not
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made available to unauthorized persons, that disgruntled former employees no
longer have access to the system, and that no unauthorized person may copy files
from your machine or machines.

Security is an ongoing process — it has been said that the only really secure
computer is one that contains no data and that is unplugged from networks and
even power supplies, has no keyboard attached, and resides in a locked vault. While
that is theoretically true, it also implies that security diminishes the usefulness of
the machine, don’t you think? So your job as a system administrator is to strike just
the right balance between maximum utility and maximum safety, all the while
bearing in mind that confidence in a secure machine today says nothing about the
machine’s security tomorrow.

In the pages that follow, you'll learn about the many tools that Red Hat Linux
provides to help you guard against intrusion, even to help you prevent intrusion
into non-Linux machines that may reside on your network. Linux is designed from
the beginning with security in mind, and in all of your tasks you should maintain
that same security awareness.

TIP Your job as a system administrator is to strike the right balance between
$@% maximum utility and maximum safety, all the while bearing in mind that
\

NS

confidence in a secure machine today says nothing about the machine’s

security tomorrow.

Using Tools to Monitor Security

Crackers — people who, for purposes of larceny or to amuse themselves, like to
break into other people’s computers — are a clever bunch. If there is a vulnerability
in a system, they will find it. Fortunately, the Linux development community is
quick to find potential exploits and to find ways of slamming shut the door before
crackers can enter. Fortunately, too, Red Hat is diligent in making available new,
patched versions of packages in which potential exploits have been found. So your
first and best security tool is making sure that whenever a security advisory is
issued, you download and install the repaired package. This line of defense can be
annoying, but it is nothing compared to rebuilding a compromised system.

And as good as the bug trackers are, sometimes their job is reactive. Preventing
the use of your machine for nefarious purposes and guarding against intrusion are,
in the end, your responsibility alone. Again, Red Hat Linux equips you with tools to
detect and deal with unauthorized access of many kinds. As this book unfolds,
you’ll learn how to install and configure these tools and how to make sense of the
warnings they provide. Pay careful attention to those sections and do what they
say. If your machine is connected to the Internet, you will be amazed at the num-
ber of attempts that are made to break into your machine. And you’ll be struck by
how critical an issue security is.
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Summary

As you, the system administrator, read this book, bear in mind that your tasks are
ongoing and that there is never a machine that is completely tuned, entirely up-to-
date, and utterly secure for very long. The pace of Linux development is breathtak-
ing, so it’s important that you keep current in the latest breakthroughs. This book
gives you the very best information as to the Red Hat Linux distribution you're
using and tells you all you need to know about getting the most from it. But more
than that, you should read it with an eye toward developing a Linux system admin-
istrator’s point of view, an understanding of how the system works as opposed to the
mere performance of tasks. As the best system administrators will tell you, system
administration is a state of mind.



Chapter 2

Planning the Network

IN THIS CHAPTER

¢ Deciding what kind of network you need
¢ Planning and implementing security
¢ Planning for recovery from disasters

¢ Write it down — good records can save your job

WHILE YOU CAN set up a Red Hat Linux network on the fly, your time will be spent
most efficiently if you plan your network. Preparation reduces confusion not just
now but in the future, makes provision for expansion later on, and assures that you
make the best use of system resources. Although setting up a huge network of hun-
dreds of nodes requires planning beyond the scope of this chapter, here we explore
the fundamentals of planning and preparing for your new network installation.

Deciding What Kind of Network
You Need

Linux is, by definition and right out of the box, a network operating system. It is
also nearly infinitely configurable, meaning that you can tailor a network to meet
your precise needs. That is a tremendous strength, but it can also be very daunting
when compared to systems that are more limited in possibilities — as the philosopher
James Burnham said, where there is no alternative, there is no problem.

Before you install Red Hat Linux on anything other than a stand-alone box just
to take a look at it, you would be well-advised to consider what kind of network
you want to install, what it will be used for, what kinds of connections to the out-
side world it will have, and whether it is something you're likely to expand later.

Questions to ask include:

¢ What services do you wish to provide within your local network?

¢ Will your network be made up entirely of Linux machines, or will boxes
running other operating systems be connected to it?

¢ What devices (printers, scanners, DSL or cable modem or even T-1
connections) do you plan to share?

13
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4 Do you intend to host a Web site or an FTP site?
€ What security implications do you foresee?
4 How many machines will make up your network?
It makes sense for you to start making notes, and to begin by answering these
questions. The details of setting up your network can be found elsewhere in this
book. But careful planning now lets you chart a clear path to a quick and efficient

network and, perhaps even more important, helps you make sure that your network
is secure from both internal and external mischief.

To learn more about setting up your network, see Chapters 6-10.

For example, many people are now using DSL or cable Internet service and wish
to set up small networks purely to allow sharing of such a broadband connection.
A permanent Internet connection demands that you pay more attention to security,
which in turn means making sure that you do not accidentally have any easily
exploited services running. If the network includes easily exploited operating sys-
tems, security becomes even more of a concern. Perhaps you will decide to set up a
firewall on your Linux machine (or even set up a Linux box solely for firewall pur-
poses). Or you might decide to employ one of the firewall-gateway-router network
appliances that are gaining popularity and simply attach a hub to the appliance and
attach each machine on the “network” to that hub. Such a network may not be big,
but it may be all that you need or want.

TIP-/ A good rule of thumb is to provide the services your network needs, and
" ) only those it needs.
A Dt

But you may, and probably do, want to do more. Even if your needs are modest
at first, adding services is a simple thing to do in Red Hat Linux. You will likely
want some features, such as printer sharing, from the beginning, however.

Before you do anything else, you need to decide the “topology” of your network —
how machines are connected — and whether you want a peer-to-peer or client/server
network. These details matter, because on one hand you can overbuild your net-
work so that your equipment won’t be used efficiently, or on the other hand you
can underestimate the demands on the network, resulting in one or more machines
slowing down to near uselessness.
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Understanding topologies

Your network will probably be one of the first two (at least to start) of the follow-
ing four commonly used topologies:

Star Topology — You can think of this system as resembling a power strip with
various devices that require electricity plugged into it. But in this case, instead of a
power strip you have a network hub, and instead of devices needing electricity you
have devices needing and providing data. These devices might include computers,
network-equipped printers, cable or DSL modems, a local network backbone, or
even other hubs. Star topology networks are connected by “twisted pair” cabling,
which looks a great deal like the cabling used in modular phone systems. Star net-
works have more conductors and terminate in connectors called RJ-45s, while your
phone is connected with RJ-11s. You may have up to 1,024 “nodes” — discrete
machines or devices — on a star topology network, at speeds of up to 100MB per
second. The newest networking technology provides even faster speeds. Figure 2-1
shows an example of a star topology network.

Figure 2-1: A typical star topology network

Bus Topology — If star topology resembles a power strip with many devices
plugged into it, bus topology physically resembles strings of Christmas tree lights,
hooked together one after another. Of course, on your network, there will be a lot
more going on than what happens on a string of lights. But on a bus topology net-
work, one machine is plugged to the next, which is plugged to the next, and so on.
Bus topology is held together by coaxial or “thin Ethernet” cable, familiar at least
in general form to anyone involved in amateur radio or anyone who has ever
hooked up cable television. With this kind of topology, each end of the chain is
specifically terminated by use of a “terminating resistor.” Bus topology networks
are limited to 30 machines, and, while considered highly reliable, their potential
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bandwidth (data-handling capacity) is limited to 10MB per second. Figure 2-2
shows a typical bus topology network.
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Figure 2-2: A typical bus topology network

Ring Topology — Imagine those Christmas tree lights again, but this time have
the end of the string plugged into its beginning, creating a loop. Popularized by
IBM’s Token Ring system, ring networks are relatively difficult to set up, but do
offer high bandwidth. Figure 2-3 shows a typical ring topology network.

Tree Topology — You almost certainly won’t undertake this system at the outset,
but you should know about it anyway. A tree network involves a high-speed “back-
bone” which is connected in the fashion of bus topology, but instead of connecting
individual machines, it connects groups of star topology subnetworks.

Your choice of networks will be determined, possibly, by equipment that you
already have. If you are setting up a new network, speed, ease of configuration, and
relatively low cost all argue in favor of a star topology network. Figure 2-4 shows
a typical tree topology.

Client/server or peer-to-peer?

You need also to decide whether you're going to set up a client/server or peer-to-
peer network.

In a client/server network, machines are dedicated to performing a variety of
functions, in some ways like the old mainframe/dumb terminal days. You might, for
instance, have a print server that handles print jobs for every computer on the
network — a highly useful arrangement if, for example, yours is an enterprise that
prepares many invoices, contracts, or other documents. Or you might have a file
server, whose sole purpose is to serve up “boilerplate” documents or the contents of
a huge database, or to be the repository of a big project on which many people are
working. If your enterprise has an online presence, you may wish to dedicate one
(or more) machines as a Web site server, and perhaps one or more machines as an
FTP (file transfer protocol) server, so that people may download (or even upload)
files. You'll probably need some kind of mail server to handle both external e-mail
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and messages sent within the network itself. Clients are machines connected to
such a network that are not servers but that instead rely on network services pro-
vided by the server machines. Clients are usually full, freestanding workstations,
although it is possible to connect dumb terminals — monitor, keyboard, pointing
device — to such a network in some circumstances. In order to use the services pro-
vided by the server(s), clients need to have accounts on the desired server(s) and
must log in to those accounts.

Multistation
=) Access Unit (MAU)
BE

Figure 2-3: A typical ring topology network

A peer-to-peer network resembles a client/server network in that the machines
are wired to each other and that some services are shared. But in a peer network,
those shared items — a CD reader, perhaps, or a printer — reside on machines that
are also used for other purposes. If you have a very small, low traffic network, a
peer-to-peer system might be for you, because it requires no dedicated server
machine(s). Peer networking can prove impractical for high-volume operations,
because, for instance, multiple big print jobs can keep the poor soul whose printer is
shared from getting much else done, so heavy can be the load on his or her system.
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Network Subnet

Network Backbone

Figure 2-4: A typical tree topology network

What’s in the mix?

If you are only a little bit familiar with Red Hat Linux, your exposure to it probably
has been industry press reports dealing with its suitability as a server operating
system — and there is no doubt that for this purpose it is superb. Please don’t make
the mistake of thinking, though, that this is all it is good for. Red Hat Linux comes
with a full range of powerful and secure (by industry standards, although security
is a process, not a state of being) server applications. But it also comes with power-
ful, attractive, and easy to use graphical desktops and a wide range of productivity
applications, communications tools, and, yes, even amusements, which make it an
ideal client or peer operating system as well.

Still, it might be that your network is a mixed marriage of machines of different
architectures and operating systems. You may have a graphics design department
that would sooner paint with their fingers on a cave wall than use anything other
than a Macintosh. You may have legacy applications, boilerplate documents, or
client (paying customer as opposed to class of computer) relations that require you
to keep one or more Windows machines around. In these cases, you may well
choose to have a client/server arrangement, with a good, secure Red Hat Linux box
serving as a firewall between your network and the outside world, a mail server (it
is now easy with Linux to filter out e-mail attachments of the sort that have caused
so much disruption of Windows networks in recent years), a Web server if you have
a presence in that milieu, and even perhaps a print server.
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Many peer functions can be performed on a mixed network, but your job as a
system administrator is much easier if you undertake the more straightforward
client/server approach with a mixed installation. Additionally, if your network
includes machines running Windows and is connected to the Internet, you would
be irresponsible not to set up a firewall and let Linux handle Web, FTP, and mail
service. History has shown that Linux is more secure in its fundamental architec-
ture, but beyond that, there are thousands of eyes constantly searching for and
fixing potential security exploits. Red Hat Linux is often first to make these fixes
available, usually before the exploits are known to the cracker crowd.

TIP If your network includes machines running Windows and is connected to
$@% the Internet, set up a firewall and let Linux handle your Web, FTP, and mail
I services.

A client/server network is very much like a small Internet, meaning that just
about any machine can connect to it and make use of its services, irrespective of its
architecture or operating system.

Determining system requirements

Depending on the kind of network you choose, you need, of course, computers, plus
any other devices you intend to connect to the hub (if you're using a star-topology
network), plus an appropriate and supported Ethernet card for each machine — two
for your firewall machine, because it will have one line in from the outside world
and one line out to the rest of your network — as well as the appropriate cabling
and, if you go the recommended star topology route, a hub or hubs sufficient to
support the network.

Red Hat Linux support for a broad range of Ethernet cards is excellent. Still,
there are some factors you need to take into consideration. First, if you have old,
eight-bit Ethernet adapters, now is the time to replace them. They are slow and
often difficult to configure. Good, 100Mbps cards are now quite inexpensive, and
this is probably not an area where a slow card that’s slightly cheaper is a good
long-term economy. Be sure to check the Red Hat hardware database at http://
www . redhat.com/support/hardware/ before buying new cards — in fact, it's a
good idea to check it to make sure that the ones you have are supported, if you're
upgrading to Red Hat Linux. (You needn’t do this for Windows machines connected
to an existing network, because as long as they’'re properly configured for use with
Windows, and as long as you continue to use Windows with them, they will work
on your network, even though it’s served by Red Hat machines. Of course, if you
have eight-bit or old, slow peer network cards and you're going to star architecture,
you'll need to replace them, too.)
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TIP If you have old, eight-bit Ethernet adapters, now is the time to replace them.
‘ 3 %
S

At this stage, too, you need to decide which headaches you're willing to accept
and which ones might more sensibly be placed elsewhere. An example of this is
Web and FTP hosting. For a few dollars per month, you can arrange for your Web
site (and FTP site, if you have one) to be hosted by a large and secure commercial
concern. Although it’s fun to host your own site, it may be much more cost effec-
tive to outsource those duties. The best ones have strict security rules — assigned
passwords and administrator access by SSH or other highly secure methods only —
and have very high bandwidth and professional administration. With such an
arrangement, you can still have your own domain and still have your own local
mail server, with mail downloaded from your hosting company. (Your own SMTP
mail server for outgoing mail can remain on a local machine.) For many smaller
companies, the cost is more than covered by the ability to use a low cost cable or
DSL service whose terms of use prohibit Web and FTP servers, meaning that you
can gain an extra level of professional service at no cost — quite a bargain. Of
course, if your enterprise is of sufficient size that you have a T-1 line and a huge
server farm, there’s little gain in not doing your own hosting.

Planning and Implementing Security

The importance of computer security simply cannot be overstated. Practically every
day there are new stories of systems large and small that have been cracked by
vandals and other criminals. Enterprises have been held hostage as criminals
threatened to release the credit card numbers of thousands or hundreds of thou-
sands of customers. Not long ago, the entire Internet was slowed drastically
because hundreds of thousands of machines, many whose owners weren’t even
aware that they were running Web server software, were hijacked by a series of
increasingly vicious and efficient “worm” programs and were put to work trying to
corrupt other machines. The attack grew to the point where there were so many
machines at work scanning the Internet for potential victims that much of the
Internet’s bandwidth — practically all of it in some places — was consumed. A sys-
tem administrator who allows machines under his or her control to be vulnerable to
this kind of attack when there is an alternative — which there is — ought to be fired.

Addressing external and internal threats

The threats from the outside world are very real and very frightening, and the
extent to which data on your network are safe from prying eyes or random acts of
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destruction is entirely up to you. But your concerns cannot stop there. While
cracker attacks get all the press, there are security concerns just as real, found
within your own network. And this is true whether your network is a 500-node
affair in an enterprise or a three-node home network.

Imagine the damage that a disgruntled employee could do — or, for that matter,
a child disappointed at being grounded. Imagine what harm a dishonest employee
could bring about, upon gaining access to company accounts or company secrets —
or a troubled teenager who finds your credit card number (which you should never
put on your computer. Never. Just don’t, as much as some companies, interested in
their bottom line and not your financial security, would have you do so).

Though less exciting before the fact, there is also the security issue of a user who
simply makes a mistake that but for the presence of security safeguards could
destroy crucial data or, conceivably, bring down the system.

Take advantage of all the multiple lines of defense available, no matter the size
of your network (even if you have a single stand-alone system that is physically
accessible to others or that is connected to the Internet). Otherwise, you would be
right in assuming that anything on your network (or the machines on it) is accessi-
ble to anyone else who is a little bit determined to get at it. Part V of this book deals
with security issues in great detail, but much of your security policy needs to be
established now, before you've installed the network.

To learn more about security, see Chapters 24-27.

Formulating a security policy
What should your security policy consist of? Well, a number of things:

AN EFFECTIVE PASSWORD POLICY

Although the method brings grumbles from users, assigned, random passwords
made up of a combination of numbers and capital and lowercase letters, all with no
discernable meaning, are safest. (This procedure includes, most especially, the root
account password.)

Who has access to what? Red Hat Linux allows you to create special groups and
assign users to them. This means that some users might have access to devices such
as CD burners and modems, while others may not. You may have sensitive situa-
tions in which you do not want users to send files or even carry them from the
building on a floppy disk. You can provide increased security by use of groups. You
needn’t necessarily set this up first thing, but it’s important to plan for and good to
keep in mind.
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GENERAL SECURITY RULES

A server that isn’t running cannot be used to crack your system. If you're not using
a server application, don’t run it. Change all passwords periodically. Be prompt in
removing network access of any employee who is discharged. Employ intrusion
detection software, and check your logs regularly for anything unusual.

SECURITY UPDATES

Are you subscribed to the Red Hat Linux security mailing list? (Find it at http://
www.redhat.com/mailing-1ists/Tinux-security/index.html.) Have you estab-
lished a procedure for making sure that every security update is downloaded and
installed?

AN APPROPRIATE FIREWALL SYSTEM
If yours is a stand-alone box on a broadband connection, the bare minimum is an
Internet firewall-gateway-router appliance plus use of iptables. If you are running
a Web site, you'll probably want to set up a separate firewall machine. (The more
experienced administrator could go so far as to create a custom firewall on a
bootable CD, then boot the firewall machine from that CD. It is impossible to install
a root kit on a CD, and the machine can have a hard drive for logging purposes.)
Security is a process — a matter of constantly outwitting people who wish your
network ill. Red Hat Linux goes a long way toward helping you beat crackers to the
punch, but it’s up to you to make sure that your machine is not just buttoned up
tightly today, but continues to be secure tomorrow and the day after.

Planning for Recovery from Disasters

Rare is the professional system administrator who hasn’t been awake and at work
for an entire weekend recovering from some tremendous mishap. And rare is the
owner of a stand-alone machine who hasn’t spent frantic hours trying with varying
degrees of success to recover from a catastrophic failure of hardware, software, or
execution.

System administrators who plan their network well may not be able to prevent
disasters entirely, but they greatly reduce the likelihood of such events taking place,
and make complete or near-complete recovery a quick and orderly process.

Planning for recovery ideally involves considering everything bad that can pos-
sibly happen and figuring out a way around it. But that which is ideal often does
not coincide with that which is practical, especially when it involves spending
money to guard against an infinitesimal likelihood. Fortunately, the things that
save you from likely disasters save you from most unlikely ones, too.

Just as security planning requires attention to threats from outside and inside
the network, there are two parts to disaster planning. The first is doing everything
you can to prevent a catastrophe from taking place.

Only you, or other administrators at your organization, know how important
your system is and how much money is budgeted to keep it running. But the
chances are good that an uninterruptible power supply (UPS) that keeps the network
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up at least long enough to save and close open files and shuts down the system in
an orderly fashion will fit within the available funds. (A good UPS system is espe-
cially useful if your enterprise has a generator backup that kicks on in the event of
power failure, because generators do not always start instantly and when they do,
the electricity provided is not always clean enough for computer use. A battery
backup can protect you from both of these potential problems — and if your enter-
prise is important enough to have an emergency generator, it’s probably important
enough to keep the network running.)

Redundancy is also important. Make sure in your plans that no critical data are
kept on just one machine. Then, in the event of a machine failure, a replacement
machine with a copy of your critical data can be put online very quickly. This is
some but not all of the theory of RAID (redundant array of independent disks) sys-
tems, in which multiple hard drives in the same machine contain the same data.
RAID is good protection in the event that any one drive fails (the best RAIDs allow
hot-swapping of drives, so a replacement can be added without bringing the system
down), but it also allows for much faster data access, making it especially useful for
file server machines. Don’t be lulled into complacency by a RAID, though — there
are computer failure modes that can render the entire system useless.

Renegade electricity is one of the worst enemies of system reliability. Little
power strips with surge suppression are better than nothing, but more robust power
conditioning is needed if really important equipment and data are to be protected.
In fact, all lines from the outside world that attach to your computer or its periph-
erals should be protected, be they phone lines or a cable or DSL connection.
Likewise, the peripherals themselves should be on protected circuits.

A regular — daily or better — backup scheme should be formulated, with one set
of backups stored in a safe place off site as protection against loss of data in the
event of fire, flood, tornado, or other physical disaster. One way of making this
process relatively painless, albeit an expensive one, is to rent storage from a com-
mercial concern whose business is just that: storing other people’s data. The best of
these are very responsive and very secure.

In keeping with Murphy’s law, the worst failures and calamities take place at the
worst possible times — just before the rollout of a new product, just as the monthly
billing is scheduled to go out, in the middle of the worst blizzard in 10 years, or
while most of the computer staff is on vacation or out sick. You'll need to establish
an emergency response policy that takes these examples, and there are many oth-
ers, into account. This may involve convincing your employer of the necessity of
sufficient staff to guard against such horrors, or even the employment of an outside
firm to augment your own staff in the event of an especially ill-timed disaster. If
your company follows the latter route, it’s well worth the investment of time and
money to make sure that the outside firm’s representatives tour and learn your net-
work on a day when everything is cooking along happily.

Of course, some of this planning is far more elaborate than anything you're
likely to undertake if you have only a small household network or a very small
office; on the other hand, if you're in a very large enterprise, data security and sys-
tem integrity involve issues and procedures far beyond the scope of this book.
Everything mentioned in this section, however, can be scaled to fit any network.
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Write 1t Down — Good Records
Can Save Your Job

A very important part of network planning is to put it all down on paper and to
save that paper. Working out your network’s design is best done by actually dia-
gramming the network, perhaps making multiple diagrams that explore different
strategies. When you settle on a design, you should do a more formal diagram,; it is
a good idea to save the discarded designs as well, perhaps with a note on each
explaining why it wasn’t chosen. Formalizing the network design and saving the
discarded ideas is useful for several reasons: it is good material to bolster your deci-
sions in case you're second-guessed; it demonstrates that you considered all the
possibilities; and the formal diagram is a valuable tool should someone need to
administer the system in your absence.

A written security policy is essential in the enterprise, and not a bad idea even
for a home network. But there is a second security file you should keep, a full secu-
rity log. Such a record might begin by detailing what security measures you have
designed into the system. It should include copies of any security notices you have
received, as well as an initialed notation of when the recommended security patch
was applied. If log files show an attempted crack of your network, hard copies of
the relevant portions should be kept there, too.

When users or management complain about how you have the system so tight
that it seems inconvenient even for them to log in, there’s nothing like the ability
to prove that the system is regularly under attack — and it will be, by port scanners
and others — to demonstrate the wisdom of tight security. A very big company has
made huge amounts of money by putting user convenience over security, and
many companies have paid a high price for adopting it. Your Red Hat Linux system
costs a very small amount of user inconvenience in exchange for greatly enhanced
system security. It’s useful to be able to prove that the threat is real.

A security log is also the place to keep copies of any security-related e-mail
messages from within the company, from log listings of employees who have
decided to “go exploring” (which is sometimes but not always a sign of bad intent)
to exchanges with management over the implementation of new security features.
This file is not something for general consumption, but it’s very important. Keep a
copy locked away at work, and it wouldn’t hurt to keep a copy safely off site, too.

To learn more about writing a security policy, see Chapter 24.
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While your security log should include details of actions you have taken to pre-
vent disaster and actions you have recommended in that regard, your plan of
action in the event of a catastrophe should also be committed to paper and should
be well known and easily available. If you are the sole administrator, it is far better
to work out your plan of action calmly and ahead of the time it's needed, which of
course you will have done. But under the stress of an actual emergency, it is easy to
forget important aspects. Having a specific plan on paper, right in front of you, is a
big help and a great stress reliever. Your action plan should be sufficiently detailed
so that if the disaster takes place while you are away, any competent system admin-
istrator can use it to bring the system back up. If you are part of a larger computer
department, include the assignments of others in restoring the system. In either
case, someone who is completely trusted and who is never on vacation at the same
time you are should know root’s password. Alternately, the password can be placed
in a sealed envelope inside the company safe — the one time that it is allowable to
put a password on paper.

TIP Keep a hard copy of your security log in a safe place!
/3 T%

|

S

We’re all happy with the idea of the paperless office, but until computers become
perfectly reliable, paper — as a roadmap indicating where you are and how you
arrived there — will be necessary.

Summary

In this chapter you learned the importance of planning your network before you
begin to construct it, discovered some of the options available to you, and found
out some of the reasons why you might choose one over another. You learned that
network security is a never-ending task made easier by careful planning, and that
threats can come both from outside the network and from among its users. Working
to prevent catastrophic failures and having a plan to recover from them is some-
thing you've learned to do. And you now know the importance of putting it all on
paper as you go along.






Chapter 3

Installing Red Hat Linux

IN THIS CHAPTER

Exploring your PC’s components
Checking for supported hardware
Starting the installation

Configuring Red Hat Linux installation

Selecting packages to install
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Using KickStart

THIS CHAPTER explains the steps necessary to install Red Hat Linux on a single sys-
tem, and how to use Red Hat’s KickStart installation program. The KickStart instal-
lation program can be used to automate the installation process for server and client
installations on one or more computers. You begin by making a list of your PC’s
hardware. You use this hardware inventory later when you begin the installation.

P&

If you purchase an official Red Hat Linux boxed set, you are eligible for instal-

lation support from Red Hat. Also, an online installation manual is available

on the Red Hat Web site at www . redhat.com/support/manual.

Exploring Your PC’s Components

Before installing Red Hat Linux, you should compile a list of the hardware compo-
nents in your computer. Linux supports different types of hardware through soft-
ware components called device drivers, similar to other operating systems. A driver
is required for each type of peripheral device, and depending on the age of your
hardware, a driver may not be available. If your hardware is current, meaning less
than two years old, the drivers you need are probably available and included with
the distribution. If you need a driver that is not included with the distribution,
searching the Internet usually provides you with a solution.

You can install and run Red Hat Linux even if no Linux drivers are available for
certain devices. Of course these devices do not function, but this may not be a
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problem for you depending on the device. To be able to install Red Hat Linux, you
must have a compatible processor, bus type, floppy disk, hard disk, video card,
monitor, keyboard, mouse, and CD-ROM drive. If you are planning to use a graph-
ical user interface (GUI) such as GNOME or KDE, you must ensure that XFree86 (the
X Window System for Linux) supports the mouse, the video card, and the monitor.
Nearly all devices made within the last two years are supported.

The following sections briefly describe the PC hardware supported by Red Hat
Linux. Your hardware list should contain information about the hardware described
here before you begin to install Red Hat Linux on your PC.

Processor

The central processing unit (CPU) or just the processor is an integrated circuit chip
that performs nearly all the control and processing functions in the PC. Red Hat
Linux runs on an Intel 80386 processor or newer, as well as compatibles made by
AMD or Cyrix. However, you probably don’t want to use any processor older than
a Pentium class processor. Red Hat Linux also supports motherboards with multiple
processors with the symmetric multiprocessing (SMP) Linux kernel.

Bus

The bus provides the electrical connection between the processor and its peripherals.
Several types of PC buses exist. The most recent is the Peripheral Component
Interconnect (PCI) bus, and it is found on all current production motherboards.
Another is the Industry Standard Architecture (ISA) bus, formerly called the AT bus
because IBM introduced it in the IBM PC-AT computer in 1984. Other buses include
Extended Industry Standard Architecture (EISA); VESA local (VL-bus); and Micro
Channel Architecture (MCA). Red Hat Linux supports all of these buses.

Memory

Referred to as random-access memory or RAM, memory is not a consideration in
determining compatibility. For good performance though, you need at least 32MB
of RAM for a workstation, and even more for a server. If you are planning to run the
X Window System to be able to use a GUI on the PC, you need even more memory
because the X Window System manages the graphical interface through an X server,
which is a large program that needs a lot of memory to run efficiently.

-"p'/ If you are buying a new PG, it probably comes with 64MB or more RAM. If you
‘&% can afford it, buy as much RAM as you can, because the more RAM a system
\
J

has, the more efficiently it runs multiple programs (because the programs

can all fit in memory). Red Hat Linux can use a part of the hard disk as virtual
memory. Such disk-based memory, called swap space, is much slower than
physical memory.
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Video card and monitor

If you are not planning to use the X Window System, any video card works. Red Hat
Linux supports all video cards in text mode. If you are planning to use the X Window
System, be sure to find a video card that is supported by XFree86, which is the Red
Hat Linux version of the X Window System. You can save yourself a lot of aggra-
vation if your video card is supported by XFree86.

Your choice of monitors is dependent on your use of the X Window System. For
text mode displays, typically used on servers, any monitor will do. If you are set-
ting up a workstation, or using the X Window System on your server, choose a
monitor that supports the display resolution you use. Resolution is expressed in
terms of the number of picture elements, or pirels, horizontally and vertically (such
as 1024 x 768).

XFree86's support for a video card depends on the video chipset — the integrated
circuit that controls the monitor and causes the monitor to display output. You
can find out the name of the video chipset used in a video card from the card’s
documentation.

Your video card’s name may not be in the list at the Red Hat site. The important
thing to note is the name of the video chipset. Many popular video cards made by
different manufacturers use the same video chipsets. Look for the name of the video
chipsets listed at the Red Hat site. In nearly all cases, the Red Hat Linux installation
program automatically detects the video chipset as it sets up the X Window System.

Hard drive

Red Hat Linux supports any hard drive that your PC’s basic input/output System
(BIOS) supports as long as the system BIOS supports the hard drive without any
additional drivers. To be able to boot Red Hat Linux from a large hard drive (any
drive with more than 1,024 cylinders), the Linux Loader (LILO), the Linux kernel,
and the LILO configuration files must be located in the first 1,024 cylinders of the
drive. This is because the Linux Loader uses BIOS to load the kernel and the BIOS
cannot access cylinders beyond the first 1,024.

For hard drives connected to your PC through a SCSI (Small Computer System
Interface) controller card, Red Hat Linux must have a driver that enables the SCSI
controller to access and use the hard drive.

As for the size (storage capacity) of the drive, most new systems seem to have 8 to
10GB of capacity. You should buy the highest capacity drive that you can afford.

Floppy disk drive

Linux drivers use the PC BIOS to access the floppy disk drive, so any floppy disk
drive is compatible with Red Hat Linux. The Red Hat Linux installation program
can be started from the CD-ROM if your PC has one and is able to boot from it. If
not, you have to boot Red Hat Linux from a floppy disk drive during the installa-
tion, so you need a high-density 3.5-inch (1.44MB capacity) floppy disk drive. You
can also avoid booting from a floppy if you can boot your PC under MS-DOS (not
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an MS-DOS window under Windows 95/98/2000), and you can access the CD-ROM
from the DOS command prompt.

Keyboard and mouse

Red Hat Linux supports any keyboard that already works with your PC. The mouse,
however, needs explicit support in Red Hat Linux. You need a mouse if you want to
configure and run XFree86, the X Window System for Linux. Red Hat Linux sup-
ports most popular mice, including the commonly found PS/2-style mouse. Red Hat
Linux also supports touch pad devices, such as ALPS GlidePoint, as long as they are
compatible with one of the supported mice.

SCSI controller

The Small Computer System Interface, commonly called SCSI (and pronounced
scuzzy), is a standard way of connecting many types of peripheral devices to a
computer. SCSI is used in many kinds of computers, from high-end UNIX work-
stations to PCs. Typically, you connect hard drives and CD-ROM drives through a
SCSI controller. To use a SCSI device on your PC, you need a SCSI controller card
that plugs into one of the connector slots on your PC’s bus.

A single SCSI controller supports device addresses O through 7, with 7 usually
assigned to the controller itself. This means that you can connect up to seven SCSI
devices to your PC. (With SCSI 2 you can connect up to 14 devices.) If you want to
access and use a SCSI device under Linux, you have to make sure that Red Hat
Linux supports your SCSI controller card.

CD-ROM drive

CD-ROM (compact disc read-only memory) drives are popular because each CD-ROM
can hold up to 650MB of data, a relatively large amount of storage compared with
a floppy disk. CD-ROMs are reliable and inexpensive to manufacture. Vendors can
use a CD-ROM to distribute a large amount of information at a reasonable cost.
This book provides Red Hat Linux on CD-ROMs, so you need a CD-ROM drive to
install the software.

Sound card

If you are configuring a server, you probably aren’t too interested in playing
sounds. But, with Red Hat Linux, you can play sound on a sound card to enjoy
multimedia programs and games. If you have a sound card, you can also play audio
CDs. Nearly all sound cards available today are supported.

Network card

A network interface card (NIC) is necessary if you connect your Red Hat Linux PC
to a local area network (LAN), which is usually an Ethernet network. If you are con-
figuring a server, you certainly want to configure a network card. Red Hat Linux
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supports a variety of Ethernet network cards. ARCnet and IBM’s token ring network
are also supported. Check the hardware list on the Red Hat site to see if your NIC is
supported. Nearly all NICs currently in use are supported.

For any Red Hat Linux PC connected to a network, you need the following
information:

L 4
L 4

The PC’s host name
Domain name of the network

Internet Protocol (IP) address of the PC (or, if the IP address is provided by
a DHCP server, the server’s address)

Gateway address

IP address of name servers

Checking for Supported Hardware

To check if Red Hat Linux supports the hardware in your PC, follow these steps:

1.

Make a list of the make, model, and other technical details of all hardware
installed in your PC. Most of this information is in the manuals that came
with your hardware. If you don’t have the manuals, and you already have
an operating system on the PC, you may be able to obtain this information
from that operating system.

. Next, go to the Red Hat Web site at http://www.redhat.com/hardware.

Compare your hardware list to the list of hardware that the latest version
of Red Hat Linux supports. If the components listed earlier are supported,
you can prepare to install Red Hat.

Creating the Red Hat Boot Disk

To boot Red Hat Linux for the first time and start the Red Hat Linux installation
program, you need a Red Hat boot disk. For this step, you should turn on your PC
without any disk in the A: drive and then run Windows as usual.

o

You do not need a boot disk if you can start your PC under MS-DOS — not an
MS-DOS window in Windows 95 — and access the CD-ROM from the DOS
command prompt. If you run Windows 95/98, restart the PC in MS-DOS
mode. However, you may not be able to access the CD-ROM in MS-DOS mode
because the startup files — AUTOEXEC.BAT and CONFIG.SYS — may not
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be configured correctly.To access the CD-ROM from DOS, you typically must
add a CD-ROM driverin CONFIG.SYSand add alinein AUTOEXEC.BAT that
runs the MSCDEX program.Try restarting your PC in MS-DOS mode and see
if the CD-ROM can be accessed.

The Red Hat boot disk starts your PC and the Red Hat Linux installation program.
After you install Red Hat Linux, you no longer need the Red Hat boot disk (except
when you want to reinstall Red Hat Linux from the CD-ROMs).

The Red Hat boot disk contains an initial version of the Red Hat Linux installa-
tion program that you use to start Red Hat Linux, prepare the hard disk, and load
the rest of the installation program. Creating the Red Hat boot disk involves using
a utility program called RAWRITE.EXE to copy a special file called the Red Hat
Linux boot image to a disk.

To create the Red Hat boot disk under Windows, follow these steps:

1. Open an MS-DOS window (select Start > Programs - MS-DOS Prompt).

2. In the MS-DOS window, enter the following commands at the MS-DOS

prompt. (Author’s comments are in parentheses and your input is in
boldface):

d: (use the drive letter for the CD-ROM drive)

cd \dosutils

rawrite

Enter disk image source file name: \images\boot.img

Enter target diskette drive: a

Please insert a formatted diskette into drive A: and press -
ENTER-

3. As instructed, you should put a formatted disk into your PC’s A: drive and
then press Enter. RAWRITE.EXE copies the boot-image file to the disk.

When the DOS prompt returns, remove the Red Hat boot disk from the A: drive
and label it as a Red Hat boot disk.

Starting the Red Hat Linux
Installation

To start the Red Hat Linux installation, put the Red Hat boot disk in your PC’s A:
drive and restart your PC. The PC loads Red Hat Linux from the boot disk and
begins running the Red Hat installation program. The Red Hat installation program
controls the installation of the operating system.
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Be sure to place the first installation CD-ROM in the CD-ROM drive after you
start the PC.The installation program looks for the Red Hat Linux CD-ROMs
to start the installation in graphical mode. If the installation program can’t

&Y
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-

find the CD, the installation program starts in text mode and prompts for the
CD-ROM.

A few moments after you start the boot process, an initial screen appears. The
screen displays a welcome message and ends with a boot: prompt. The welcome
message tells you that more information is available by pressing one of the func-
tion keys F1 through F5.

If you want to read the help screens, press the function key corresponding to the
help you want. If you don’t press any keys after a minute, the boot process proceeds
with the loading of the Linux kernel into the PC’s memory. To start booting Red Hat
Linux immediately, press Enter. After the Linux kernel loads, it automatically starts
the Red Hat Linux installation program. This, in turn, starts the X Window System,
which provides a graphical user interface for the installation.

You should have all the configuration information explained earlier in this
chapter before you begin, and if the installation program detects your hardware,
installing Red Hat Linux from the CD-ROM on a fast (200 MHz or better) Pentium
PC should take 30 to 40 minutes.

o

During the installation, the Red Hat installation program tries to determine
the hardware in your PC and alters the installation steps as required. For

example, if the installation program detects a network card, the program dis-
plays the appropriate network configuration screens. If a network card is not
detected, the network configuration screens are not displayed. So, depend-
ing on your specific hardware, the screens you see during installation may
differ from those shown in this section.

If you run into any problems during the installation, refer to Chapter 28
to learn how to troubleshoot common installation problems.

You go through the following steps before moving on to disk setup and installation:

1. The installation program starts the X Window System and displays a list
of languages in a graphical installation screen. Use your mouse to select
the language you want and then click the Next button to proceed to the
next step.
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In the graphical installation, each screen has online help available on the left
side.You can read the help message to learn more about what you are sup-

ol

2. The installation program displays a list of keyboard types, as shown in
Figure 3-1. Select a keyboard model that closely matches your PC’s
keyboard. If you don’t see your keyboard model listed, select one of the
generic models: Generic 101-key PC or Generic 104-key PC. (Newer key-
boards with the Windows keys match this model.) Next, select a keyboard
layout that depends on your language’s character set (for example,
English in the United States). Finally, select the Enable dead keys option
if the language you select has special characters that must be composed
by pressing multiple keys in sequence. For the English language, you can
safely select the Disable dead keys option.

posed to select in a specific screen.

ronline Help—E{ rkeyboard Configuration
Keyboard
. . Model
Configuration el 0T —Rey FC m
) Everex STEPnote l
What kind of keyboard Generic 101 -key PC
do you have? Generic 102-key (Int) PC
¥
If you can’t find an exact l
match, choose the Layout
closest Feneric match U SE English A
%’{f::;ngg")(}enm U5, English w deadkeys
; ; -
Then choose the layout United Kingclom ¥
type for your keyboard Dead Keys
{for example, U5, Disable dead ke
) s
English).
Entering special

characters (such as IV,
G, and ') is done using
"dead keys" {also known

P Hide Help | 4 Back W Mext

Figure 3-1: Selecting a keyboard type during Red Hat Linux installation

Test your selection here:

3. The installation program displays a screen (see Figure 3-2) from which
you can configure the mouse in your system. The various mouse types are
listed in a tree structure organized alphabetically by manufacturer. You
need to know your mouse type and whether it is connected to the PC’s
serial port or the PS/2 port. If your mouse type appears in the list, select
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it. Otherwise, select a generic mouse type. Most new PCs have a PS/2
mouse. Finally, for a two-button mouse, you should select the Emulate 3
Buttons option. Because many X applications assume that you use a three-
button mouse, you should select this option. On a typical two-button
mouse, you can simulate a middle-button click by pressing both buttons
simultaneously. On a Microsoft Intellimouse, the wheel acts as the middle
button.

ronline Help—ﬁ ridouse Configuration
Mouse o
Configuration
What kind of mouse do Wi a
owhave? T VEmEn
¥ BEus Mouse
Do you have a PS/2, Bus Compatible Mouse (serial)
'

or serial mouse? (Hint: If ntallit (serial)
the connector vour ntellitouse (serial

. ¥ . Rev 2.1& or higher {serial)
mouse plugs into iz ;

F house Systems Mouse (serial)

round, you have a P52 | Mone Mone
or a Bus mm%s’e; 1.f1t’sl L sun Mouse —
rectangular, it’s a serial
mouse.} Port |Device
Try ta find an exact fy S50 fdewtty50 (CORT under DOS)
machneistborst |15 e Cove e 00
ieht. If + match Y ety under
right. If en ezact ma fyS3 fdewityS3 (COM4 under DOS)
cannot be found, choose

one which is compatible
with yours. Otherwise,

P Hide Help | % Back B Mext b

Figure 3-2: Configuring your mouse during Red Hat Linux installation

W Emulate 3 Buttons

If you select a mouse with a serial interface, you are asked to specify the
serial port where the mouse is connected. For COM1, specify /dev/ttyS0
as the device; for COM2, the device name is /dev/ttyS1.

. The installation program displays a welcome message that provides some
helpful information, including a suggestion that you access the online
manuals at http://www.redhat.com. Click the Next button to proceed to
the next step.

. The installation program displays a screen asking if you want to install a
new system or upgrade an older Red Hat installation.

For a new installation, the installation program requires you to select
the installation type — Workstation, Server, Laptop, or Custom. The
Workstation, Server, and Laptop installations simplify the installation
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process by partitioning the disk in a predefined manner. A Workstation-
class installation deletes all currently existing Linux-related partitions. A
Server-class installation deletes all existing disk partitions, including any
existing Windows partitions. A Laptop-class installation includes addi-
tional packages for PCMCIA support. For maximum flexibility (so you can
specify how the disk is used), select the Custom installation.

The next major phase of installation involves partitioning the hard disk for use
in Red Hat Linux.

Partitioning the Hard Disk
for Red Hat Linux

Red Hat Linux requires you to partition and prepare a hard disk before you can
install Red Hat Linux. For a new PC, you usually do not perform this step, because
the vendor normally takes care of preparing the hard disk and installing Windows
and all other applications on the hard disk. Because you are installing Red Hat
Linux from scratch, however, you have to perform this crucial step yourself. As you
see in the following sections, this task is just a matter of following instructions.

The Red Hat Linux installation program offers you several choices for partition-
ing your hard drive. You can choose to have the installation program automatically
partition your disk, you can choose to use Disk Druid, or you can use fdisk. For this
installation, you will choose Disk Druid, a utility program that enables you to par-
tition the disk and, at the same time, specify which parts of the Linux file system
you want to load on which partition.

Before you begin to use Disk Druid to partition your disk, you need to know how
to refer to the disk drives and partitions in Linux. Also, you should understand the
terms mount points and swap partition. In the next three sections, you learn these
terms and concepts and then proceed to use Disk Druid.

Naming disks and devices

If you are experienced with Unix or Linux, this section and the two following are
quite basic to you. If you are already familiar with Unix and Linux file systems and
naming conventions, skip to the section titled “Preparing Disk Partitions for Red
Hat Linux.” The first step is to understand how Red Hat Linux refers to the various
disks. Linux treats all devices as files and has actual files that represent each device.
In Red Hat Linux, these device files are located in the /dev directory. If you are new
to Unix, you may not yet know about Unix filenames. But you learn more as you
continue to use Red Hat Linux. If you know how MS-DOS filenames work, you find
that Linux filenames are similar. However, they have two exceptions: they do not use
drive letters (such as A: and C:), and they substitute the slash (/) for the MS-DOS
backslash (\) as the separator between directory names.
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Because Linux treats a device as a file in the /dev directory, the hard disk names
start with /dev. Table 3-1 lists the hard disk and floppy drive names that you may

have to use.

TasLe 3-1 HARD DISK AND FLOPPY DRIVE NAMES

Name

/dev/hda

/dev/hdb

/dev/hdc

/dev/hdd

/dev/sda
/dev/sdb
/dev/fd0
/dev/fdl

Description

First Integrated Drive Electronics (IDE) hard drive (the C: drive in DOS
and Windows) connected to the first IDE controller as the master drive.

Second (IDE) hard drive connected to the first IDE controller as the slave
drive.

First (IDE) hard drive connected to the second IDE controller as the
master drive.

Second (IDE) hard drive connected to the second IDE controller as the
slave drive.

First Small Computer System Interface (SCSI) drive.
Second SCSI drive.

First floppy drive (the A: drive in DOS).

Second floppy drive (the B: drive in DOS).

TIP ¢
|
N\ et/

When Disk Druid displays the list of partitions, the partition names take the
form hdal, hda2, and so on. Linux constructs each partition name by
appending the partition number (1 through 4 for the four primary partitions
on a hard disk) to the disk’s name.Therefore, if your PC's single IDE hard drive
has two partitions, notice that the installation program uses hdal and hda?
as the names of these partitions.

Mounting a file system on a device

In Red Hat Linux, you use a physical disk partition by associating it with a specific
part of the file system. This arrangement is a hierarchical directory — a directory
tree. If you have more than one disk partition (you may have a second disk with a
Linux partition), you can use all of them in Red Hat Linux under a single directory
tree. All you have to do is decide which part of the Linux directory tree should be
located on each partition — a process known in Linux as mounting a file system on
a device. (The disk partition is a device.)
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The term mount point refers to the directory you associate with a disk parti-
tion or any other device.

ol

Suppose that you have two disks on your PC, and you have created Linux parti-
tions on both disks. Figure 3-3 illustrates how you can mount different parts of the
Linux directory tree (the file system) on these two partitions.

Disk 1 Disk2

[(root) Liux File System
/bin  [boot [dev [etc ... /sbin [usr

Jusr/[X11R6  [usr/doc [usr/local ... [usr/share ... [usr/src

Figure 3-3: Mounting the Red Hat Linux file system on two disk partitions

Understanding the swap partition

Most advanced operating systems support the concept of virtual memory, in which
part of your system’s hard disk functions as an extension of the physical memory
(RAM). When the operating system runs out of physical memory, it can move (or
swap out) the contents of currently unneeded parts of RAM to make room for a
program that needs more memory. When the operating system needs to access any-
thing in the swapped-out data, it has to find something else to swap out and then it
swaps in the required data from disk. This process of swapping data back and forth
between the RAM and the disk is also known as paging.

Because the disk is much slower than RAM, the system’s performance is slower
when the operating system has to perform a lot of paging. However, virtual mem-
ory enables you to run programs that you otherwise can’t run.

Red Hat Linux supports virtual memory and can make use of a swap partition.
When you create the Linux partitions, you should also create a swap partition. With
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the Disk Druid utility program, described in the next section, creating a swap parti-
tion is easy. Simply mark a partition type as a swap device and Disk Druid performs
the necessary tasks.

Preparing disk partitions for Red Hat Linux

After you select Custom installation, a screen prompts you for the method you want
to use to partition the disk — the choices are the Linux fdisk program or Disk
Druid. You should select Disk Druid and click the Next button. You should then see
the Disk Druid screen (as shown in Figure 3-4).

rCnline Help rDisk Druid
rPartitions

kount Pointl Devicel Requestedl ActuallType

13

Partitions

Where do youwant to
install Red Hat Linuz?

Please note: If you are
performing a
Partitionless Installation
vouwill need to define
an existing
DOS/Windows partition add.p  Edit. | Delete | Reset| Make RAID Device |
as root, shown asf, Click -
on the FAT partiton you rDrive Summary
want to select for this Drive [Geom [CHrS] | Tatal )| Free py|Used pvofused () |
installaton, Once itis
highlighted, click Fdir to
assign it the mount point
of  {root). Click 0% when
you're done. Once you
hawe confirmed this
choice, you willneed to

Aefianc 3l L

F Hide Help | % Back B Mast

Figure 3-4: The Disk Druid screen from the Red Hat Linux installation program

hd

Before beginning to partition the drive, consider exactly how you want to create
the partitions. Most people typically create one partition on the drive to be used as
the root partition. This works well in most cases, but it can cause some problems. If
the root directory should become full, the system could crash. Many times the par-
tition fills because of system logging, e-mail, and print queue files. These files are
all written to the /var directory by default, so it would be a good idea to create a
separate partition for /var to prevent the root directory from filling up with system
logs, e-mail, and print files. You might also want to create a separate partition for
your user’s directories if you have a large number of users.

Disk Druid gathers information about the hard drives on your system and dis-
plays a list of disk drives in the lower part of the screen and the current partition
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information for one of the drives in the Partitions list in the upper part. For each
partition, Disk Druid shows five fields:

€ Mount Point indicates the directory where the partition will be mounted.
For example, if you have only one partition for the entire Linux file sys-
tem, the mount point is the root directory (/). For the swap partition, this
field shows <Swap>. If this field appears as <not set>, you have to spec-
ify a mount point. To do so, select the partition and click the Edit button.

@ Device refers to the partition’s device name. For example, hdal is the first
partition on the first IDE drive.

@ Requested field shows how much space the partition has. For example,
if the partition has 256MB of space, this field appears as 256M.

@ Actual field shows the amount of disk space the partition is using.
Usually, the Requested and Actual fields are the same, but they may
differ for partitions that can grow in size.

¢ Type field shows the partition’s type, such as Linux Native or DOS.

If there are no partitions defined, the table in the Partitions list is empty. You
have to add new partitions by clicking the Add button.

You perform specific disk setup tasks in Disk Druid through the five buttons that
run across the middle of the screen. Specifically, the buttons perform the following
actions:

4 Add enables you to create a new partition, assuming there is enough free
disk space available. When you click this button, another dialog box
appears in which you can fill in information necessary to create a partition.

4 Edit enables you to alter the attributes of the partition currently high-
lighted in the Partitions list. You make changes to the current attribute in
another dialog box that appears when you click the Edit button.

@ Delete removes the partition currently highlighted in the Partitions list.
@ Reset causes Disk Druid to ignore any changes that you may have made.

€ Make RAID Device sets up a RAID (Redundant Array of Independent Disks)
device — a technique that combines multiple disks to improve reliability
and data transfer rates. There are several types of RAID configurations.
This button is active only if your system has the hardware necessary to
support a RAID device.

Exactly what you do in Disk Druid depends on the hard drives in your PC and
the partitions they already have. For this discussion, I assume that you are using
the entire hard drive space for the Red Hat installation.
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SETTING UP THE PARTITIONS
To prepare a new hard drive to install Red Hat Linux, you have to perform the fol-
lowing steps in Disk Druid:

1. Create a new partition for the Linux file system. To do this, press the Add
button on the Disk Druid screen. You should see a dialog box (refer to
Figure 3-5) where you can fill in / as the mount point and enter the size
in megabytes. To compute the size, simply subtract the size of the swap
space (32MB or the amount of RAM in your PC, whichever is more) from
the original size of the partition. Select the OK button to complete this
step and return to the Disk Druid screen. If you are planning to create a
separate partition for /var or /home, be sure to subtract these amounts
from the root partition.

Mount Point |1 ﬂ

Size (Megs): [1900] |

1 Grow to fill disk?

Partition Type: Linux Mative £ |

Allowahble Drives:

Ok Cancel |

a
1}

Figure 3-5: The dialog box in which you fill in the attributes of a new partition

2. Create another new partition and set it as a Linux swap space. To do this,
click the Add button in the Disk Druid screen (see Figure 3-4). In the dia-
log box (see Figure 3-5), enter the size of the partition. Click the list of
partition types and use the mouse to select Linux Swap as the type. When
you do so, the text <Swap Partition> appears in the Mount Point field.
Next, click the OK button to define the new partition and return to the
Disk Druid screen.

3. After making the changes, click the Next button in the Disk Druid screen
to proceed to the next installation step.

SELECTING PARTITIONS TO FORMAT

After you finish specifying the partitions in Disk Druid, the Red Hat installation
program displays a screen (see Figure 3-6) listing the partitions that you may have
to format for use in Linux. If you have only one disk partition for Red Hat Linux,
the list shows only one partition.
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Figure 3-6: Selecting partitions to format for use in Red Hat Linux

To format the partition, click the button next to the partition’s name. You should
also click the button next to the item marked Check for bad blocks while formatting
so that the formatting process marks any areas of the disk that may be physically
defective.

If you have multiple disk partitions mounted on different directories of the
Linux file system and you are upgrading an existing installation, you do not

have to format any partitions in which you want to preserve existing data.
For example, if you have all user directories on a separate disk partition
mounted on the /home directory, you do not have to format that partition.

You have now completed the disk preparation phase of the installation. The
installation program performs the actual formatting of the partitions after it asks
for some more configuration information, including the packages you want to
install.
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Configuring Red Hat Linux
Installation

After you prepare the disk partitions with Disk Druid and specify which partitions
to format, the installation program moves on to some configuration steps. The typ-
ical configuration steps are:

Install LILO/GRUB

Configure the network

*
*
¢ Set the time zone
@ Set the root password and add user accounts
*

Configure password authentication

The following sections guide you through each of these configuration steps.

Installing the Boot Loader

The Red Hat installation program displays the Boot Loader Configuration screen
(see Figure 3-7), which asks you where you want to install the boot loader. A boot
loader is a program that resides on your disk and starts Red Hat Linux from the
hard disk. Red Hat version 7.2 provides two choices of boot loaders, LILO and
GRUB. Previous versions of Red Hat offered only LILO. LILO stands for Linux
Loader, and GRUB stands for Grand Unified Bootloader.

The first button on this screen asks if you want to create a boot disk. This is dif-
ferent from the installation boot disk; you can use this disk to boot your Linux
system if the Linux kernel on the hard disk is damaged or if the boot loader does
not work. The Create boot disk button is selected by default and you should leave it
that way. Later on, the installation program prompts you to insert a blank floppy
into your PC’s A: drive.

The GRUB boot loader is selected as the default choice on this screen. If you
desire, you can choose to install LILO instead of GRUB by selecting the appropriate
radio button, or you can choose not to install any boot loader. If you choose not to
install one of the boot loaders, you should definitely create a boot disk. Otherwise,
you can’t start Red Hat Linux when you reboot the PC.

The next part of the Boot Loader Configuration screen gives you the option of
installing the boot loader in one of two locations:

¢ Master Boot Record (MBR), which is located in the first sector of your PC’s
hard disk

¢ First sector of the partition where you loaded Red Hat Linux
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Figure 3-7: The Boot Loader Configuration screen enables you to specify where to
install the boot loader and whether to create a boot disk.

You should install the boot loader in the MBR, unless you are using another
operating system loader such as System Commander or 0S/2 Boot Manager. The
screen includes a text field labeled Kernel parameters that enables you to enter any
special options that Red Hat Linux may need as it boots. Your need for special
options depends on what hardware you have.

The remainder of the Boot Loader Configuration screen gives you the option to
select the disk partition from which you want to boot the PC. A table then lists the
Linux partition and any other partitions that may contain another operating system.
If your system has a Linux partition and a DOS partition (that actually has
Windows 95/98 installed on it), the table shows both of these entries. Each entry in
that table is an operating system that the boot loader can boot.

After you install the boot loader, whenever your PC boots from the hard disk, the
boot loader runs and displays a screen showing the operating systems that you can
boot. You may move the highlight bar to the name of an operating system to boot.
(The Boot label column in the table in the bottom right section of Figure 3-7 shows
the names you may enter at the boot loader prompt). If the list shows two entries
labeled 1inux and dos, choose 1inux to boot Linux and dos to boot from the DOS
partition (which should start Windows 95/98, if that’s what you have installed on
that partition).

When rebooting the PC, if you enter nothing at the boot loader screen, the boot
loader waits for a few seconds and boots the default operating system. The default
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operating system is the one with a check mark in the Default column in Figure 3-7.
In this case, Linux is the default operating system.

All of the instructions in this section are for your information if you choose to
change any of the default settings. You can essentially accept the default selections
on this screen and click the Next button to proceed to the next configuration step.

Configuring the network

If the Linux kernel detects a network card, the Red Hat installation program displays
the Network Configuration screen (see Figure 3-8), which enables you to configure
the local area network (LAN) parameters for your Linux system.
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Figure 3-8: The Network Configuration screen enables you to configure the local
area network.

This step is not for configuring the dial-up networking. You need to perform this
step if your Linux system is connected to a TCP/IP LAN through an Ethernet card.

If the Red Hat installation program does not detect your network card and
you have a network card installed on the PC, you should restart the installa-

tion and type expert at the boot prompt. Then you can manually select
your network card.See Chapter 28 for more information on troubleshooting.
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The Network Configuration screen (Figure 3-8) displays tabbed dialog boxes —
one for each network card installed on your system and detected by the Linux kernel.
These tabs are labeled eth0, ethl, and so on. If your system has only one Ethernet
card, you see only the eth0 tab. Figure 3-8 has only one tab. Each tab offers two
choices for specifying the IP (Internet Protocol) address for the network interface:

4 Use DHCP — Click the button labeled Configure using DHCP if your PC
obtains its I[P address and other network information from a Dynamic
Host Configuration Protocol (DHCP) server.

@ Provide static IP address — Fill in the necessary network-related informa-
tion manually.

You should select DHCP only if a DHCP server is running on your local area net-
work. If you choose DHCP, your network configuration is set automatically and you
can skip the rest of this section. You should leave the Activate on boot button
selected so that the network is configured whenever you boot the system.

To provide static IP address and other network information, you have to enter
certain parameters for TCP/IP configuration in the text input fields that appear on
the Network Configuration screen (refer to Figure 3-8).

The Network Configuration screen asks for the following key parameters:

@ [P address of the Ethernet interface

@ The host name for your Linux system. (For a private LAN, you can assign
your own host name without worrying about conflicting with any other
existing systems on the Internet.)

@ [P address of the gateway (the system through which you might go to any
outside network)

@ [P address of the primary name server
@ [P address of a secondary name server

@ [P address of a ternary name server

If you have a private LAN (one that is not directly connected to the Internet),
you may use an IP address from a range designated for private use. Common

IP addresses for private LANs are the addresses in the range 192.168.1.1
through 192.168.1.254. Chapter 6 provides more in-depth information
about TCP/IP networking and IP addresses.

After you enter the requested parameters, click the Next button to proceed to the
next configuration step.
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Setting the time zone

After completing the network configuration, you have to select the time zone — the
difference between the local time and the current time in Greenwich, England, which
is the standard reference time. The time zone is also known as Greenwich Mean Time
(GMT) or UTC, which was selected by the International Telecommunication Union
(ITU) as a standard abbreviation for Coordinated Universal Time. The installation
program shows you the Time Zone Selection screen (see Figure 3-9) from which you
can select the time zone, either in terms of a geographic location or as an offset from
the UTC. Figure 3-9 shows the selection of a time zone based on UTC offset.
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Figure 3-9: Selecting your time zone in terms of UTC offset

Notice that there are two tabs on the Time Zone Selection screen — Location and
UTC Offset. Initially, the screen shows the Location tab. This tab enables you to pick
a time zone by simply clicking your geographic location. As you move the mouse
over the map, the currently selected location’s name appears in a text field. If you
want, you can also select your location from a long list of countries and regions. If
you live on the East Coast of the United States, for example, select USA/Eastern. Of
course, the easiest way is to simply click Eastern USA on the map.

If the world view of the map is too large for you to select your location, click the
View button on top of the map. A drop-down list of views appears with several
choices. You can then click the view appropriate for your location.

The other way to set a time zone is to specify the time difference between your
local time and UTC. Click the UTC Offset tab to select the time zone this way.
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For example, if you live in the eastern part of the United States, select UTC-
05:00 as the time zone. The -05:00 indicates that the eastern part of the U.S. is five
hours behind the UTC time. This tab also enables you to activate Daylight Saving
Time, which applies to the USA only. After you select your time zone, click the Next
button to proceed to the next configuration step.

Setting the root password and add user accounts

After completing time zone selection, the installation program displays the Account
Configuration screen (see Figure 3-10) in which you set the root password and add
one or more user accounts.
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Figure 3-10: Setting the root password and adding other user accounts

The root user is the superuser in Linux. Because the superuser can do anything
in the system, you should assign a password that you can remember — but that
others cannot guess easily. Typically, make the password at least eight characters
long, include a mix of letters and numbers, and (for good measure) throw in some
special characters such as + or *. Remember the password is also case sensitive.

Type the password on the first line and then reenter the password on the next
line. Each character in the password appears as an asterisk (*) on the screen for
security reasons. Both entries must match before the installation program accepts
the password. The installation program displays a message when it accepts the root
password. After you type the root password twice, you might also want to add one
Or more user accounts.
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To add a user account, fill in the Account Name, Password, and Full Name fields
and then click the Add button. The new account information then appears in the
table underneath the Add button. You do not have to add all the user accounts at
this time. Later on, you can use the Linuxconf tool (which comes with Red Hat) to
add more user accounts.

7
ey

You must enter the root password before you can proceed with the rest of
the installation. After you do so and add any other user accounts you need,

click the Next button to continue with the installation.

Configuring password authentication

The installation program displays the Authentication Configuration screen, shown
in Figure 3-11, from which you can configure the password authentication options.
You can enable or disable several options. Of these, the first two are already selected:

¢ Enable MD5 passwords: Select this option to enable users to use long
passwords of up to 256 characters instead of the standard password that
can be, at most, eight characters long. Note that MD5 refers to Message
Digest 5, an algorithm developed by RSA, Inc. to compute the digest of
the entire data of a message. Essentially, MD5 reduces a message to a
digest consisting of four 32-bit numbers.

¢ Enable shadow passwords: This option causes the /etc/psswd file to be
replaced by /etc/shadow, which only the superuser (root) can read. This
option provides an added level of security.

You should use these default settings for increased system security.

Beneath the password options, four tabs on this screen allow the user to config-
ure options for NIS, LDAP, Kerberos 5, and SMB.

The NIS tab screen is already displayed and offers the option of enabling NIS. If
you choose to enable NIS, you can then choose the name of the domain to which
your system is a member. You can also choose to send a broadcast message to
search for an NIS server on your network. If you choose not to send a broadcast
message, you can enter the name of a specific server.

Chapter 8 explains the installation and configuration of the Network
Information Service (NIS). Chapters 24 and 26 provide information about

network security and its implementation.
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Figure 3-11: The Authentication Configuration screen

Use the LDAP tab to set options for Lightweight Directory Access Protocol
(LDAP). With LDAP, you can organize information about users on your system into
an LDAP directory that can be used for system authentication. From the LDAP
screen you can enable LDAP and set the following options:

@ LDAP Server — Specify the IP address of an LDAP server on your network

@ LDAP Base DN — Search for user information by using its Distinguished

Name (DN)

@ Use TLS lookups — Send encrypted user names and passwords to an LDAP
server before authentication

The Kerberos 5 tab opens the Kerberos 5 configuration screen. You can use
Kerberos 5 to provide secure network authentication services for your network. You
can enable Kerberos 5 from this screen and set the following options:

@ Realm — Enables you to choose to access a network running Kerberos 5

& KDC — With this option, you can access a Key Distribution Center (KDC)
to obtain a Kerberos ticket

€ Admin server — Using this option, you can access a server running the
Kerberos 5 admin program
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The final tab on the Authentication Configuration screen is SMB. Server Message
Block (SMB) is the protocol used on Microsoft networks for file sharing. Clicking on
the SMB tab opens the SMB configuration screen, where you can enable SMB and
choose the following options:

4 SMB server — Shows the name of the SMB server you will use

¢ SMB workgroup — Shows the name of the workgroup containing the
SMB server or servers

After you have finished setting your configuration options on the Authentication
Configuration screen, click the Next button to proceed to the next configuration
step.

Selecting the Package Groups
to Install

After you complete the key configuration steps, the installation program displays a
screen from which you can select the Red Hat Linux package groups that you want
to install. After you select the package groups, you can take a coffee break while
the Red Hat installation program formats the disk partitions and copies all selected
files to those partitions.

Red Hat uses special files called packages to bundle a number of files that
make up specific software. For example, all configuration files, documenta-

tion, and binary files for the Perl programming language come in a Red Hat

package. You use a special program called Red Hat Package Manager (RPM)
to install, uninstall, and get information about packages. Chapter 23 shows
you how to use RPM. For now, just remember that a package group is made
up of several Red Hat packages.

Figure 3-12 shows the Package Group Selection screen with the list of package
groups that you can elect to install. An icon, a descriptive label, and a radio button
for enabling or disabling identify each package group.
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Figure 3-12: GUI screen from which you select the components to install

Some of the components are already selected, as indicated by the pressed-in but-
tons. This is the minimal set of packages that Red Hat recommends for installation
for the class of installation (Workstation, Server, or Custom) you have chosen. You
can, however, choose to install any or all of the components. Use the mouse to
move up and down in the scrolling list, and click the mouse on an entry to select or
deselect that package group.

ﬂp‘( In an actual Red Hat Linux installation, you install exactly those package
‘&{ groups that you need. Each package group requires specific packages to
N\

A

run.The Red Hat installation program automatically checks for any package

dependencies and shows you a list of packages that are required but that
you have not selected. In this case, you should install the required packages.
You should install only the packages you think you will need immediately
after starting the system. Installing too many packages could expose your
system to security risks.You can always add packages later.

Because each package group is a collection of many different Red Hat packages,
the installation program also gives you the option to select individual packages. If
you select the item labeled Select individual packages, which appears below the list
in Figure 3-12, and then click the Next button, the installation program takes you
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to other screens where you can select individual packages. If you are installing Red
Hat Linux for the first time, you really do not need to go down to this level of detail
to install specific packages. Simply pick the components that you think you need
from the screen shown in Figure 3-12. After you select the components you want,
click the Next button to continue with the rest of the installation.

You can always install additional packages later with the RPM utility
program, described in Chapter 23.

Completing the Installation

After you complete the key configuration steps and select the components to
install, the installation program configures the X Window System. The installation
program uses an X server with minimal capability that can work on all video cards.
In this step, the installation program prepares the configuration file that the X server
uses when your system reboots. You can choose not to configure the X Window
System by checking the appropriate box.

The installation program tries to detect the monitor and displays the
X Configuration screen (see Figure 3-13) with the result, whether or not it succeeds.
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Figure 3-13: Result of detecting the monitor displayed in the X Configuration screen
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If the installation program displays a wrong monitor or a generic one as the
choice, you should enter a range of values for the two parameters that appear along
the bottom of the screen:

¢ Horizontal Sync — the number of times per second the monitor can dis-
play a horizontal raster line, in kilohertz (KHz). A typical range might be
30-64 KHz.

@ Vertical Sync — how many times per second the monitor can display the
entire screen, in hertz (Hz). Also known as vertical refresh rate, the typical
range is 50-90 Hz.

Typically, the monitor's documentation includes all this information. Other
places to get information about your monitor include your Microsoft Windows
setup, your system’s Windows driver, your computer vendor’s Web site, or the
Norton System Information tool.

Do not specify a horizontal synchronization range that is beyond the
capabilities of your monitor. A wrong value can damage the monitor.

After selecting the monitor, the installation program tries to detect the video
card and displays the result in a screen. The detected card appears as the selected
item in a long list of video cards. If you know the exact name of the video card or
the name of the video chipset used in the video card, select that item from the list.

On the same screen where you view and select the video card, you may also turn
on the graphical login by clicking the button labeled Use Graphical Login. By doing
so you get a graphical login screen when you reboot the system.

After you finish selecting X configuration options, click the Next button. The
installation program displays an informative message telling you that a log of the
installation is in the /tmp/install.log file. That file essentially lists all the Red
Hat packages that are installed in your system. You can review the install log later
and keep the file for future reference. The content of the install log depends on the
exact packages you choose to install.

Click the Next button to proceed with the installation. The Red Hat installation
program formats the disk partitions and then installs the packages. As it installs
packages, the installation program displays a status screen showing the progress of
the installation with information such as the total number of packages to install,
the number installed so far, an estimated amount of disk space needed, and an esti-
mated time remaining to install. The time required for installation of the packages
is dependent on the number of packages you have selected and the speed of your
system.
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After all the packages are installed, the installation program displays a screen
that prompts you to insert a blank floppy into your PC’s A: drive. This floppy is the
emergency boot disk that you can use to start Red Hat Linux if something happens
to the hard disk or you do not install the LILO or GRUB.

Insert a blank floppy into your PC’s A: drive and click the Next button. The
installation program copies the Linux kernel and some other files to the floppy.
After preparing the boot disk, the installation program displays a message inform-
ing you that installation is complete.

7
o

Inserting a blank floppy into your PC's A:drive destroys all data on the floppy.

You are then instructed to remove the floppy from drive A: before exiting the
installation program. Label the floppy as a boot disk, and save it in a safe place in
case you need it in the future. Then click the Exit button to reboot your PC. When it
finishes rebooting, you should get the Red Hat Linux graphical login screen if you
chose this option, otherwise, you see the terminal login prompt.

Using KickStart

As a system administrator, one of your jobs is installing and configuring Red Hat
on server and client computers. This could be a time-consuming job if you have
many servers and clients to administer. To make your job easier, there is a program
available to automate the Red Hat installation process. This program is called
KickStart. With KickStart you can create and store configuration files for your
server or client installations and then use these files to perform your installations
and upgrades. Installations and upgrades can be done from a local CD-ROM or
using NFS. If you are installing across the network, you need to have a DHCP server
for each network segment.

The file that is used by KickStart to read the configuration information for the
automated installation is called ks.cfg. The ks.cfg file can be located on a boot
disk or on a network installation server. A sample KickStart configuration file,
named sample.ks, is located in the /doc directory of the Red Hat Installation CD.
This file is a plain text file that can be edited with any text editing program. You can
use the sample file and make modifications as necessary for your installation. Here
are some rules that you need to follow when modifying or creating your own file.

¢ [tems must be listed in a specific order.

¢ Only required items have to be included in the file.
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@ Skipping a required item causes the installation program to prompt you
for the missing information. The installation continues after the missing
item is specified.

@ Lines starting with a pound sign (“#”) are treated as comments and are
ignored.

¢ The following items are required in the order listed:
1. language
. network
. installation method (cdrom or nfs)
. device specification (if the device is required for the installation)
. keyboard
. noprobe (optional)
. zerombr (yes or no; clears the MBR)

. part (required for installs)

© 0 N o O s W N

. installation or upgrade (choose one)

—
o

. mouse (for configuring the mouse)

p—
—

. timezone (for setting the time zone)

—
N

. xconfig (for configuring the X Window system)

—
w

. auth (configures password security and NIS)

—
S

. LILO configuration

—
S

. Oopage (specify packages to be installed here)

el

KickStart files are split into three sections: commands, package list, and scripts.
The format of the file is:

If you are performing an upgrade, the ks.cfg file needs to contain only the

installation method, the device specification, the keyboard type, the word

upgrade,and LILO.

1. <command section>
2. any combination of %pre, %post, or %packages
3. <install class>

The file must be ended by a post section as shown. If you want to run any scripts
after the installation, include them after the post command.
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KickStart Commands

The commands shown in the previous section are described next. For a complete
listing of KickStart commands, you can go to the Red Hat Web site and look at the
Red Hat 7 Reference Guide. The commands shown next are from this source.

Auth — Authentication Options

auth (required) — Sets up the authentication options for the system. It’s similar to
the authconfig command that can be run after the install. By default, passwords
are normally encrypted and are not shadowed.

*
*

® & o o

--enablemd5 — Use md5 encryption for user passwords.

--enablenis — Turns on NIS support. By default, --enablenis uses
whatever domain it finds on the network. A domain should almost always
be set by hand (via --nisdomain).

--nisdomain — NIS domain name to use for NIS services.
--nisserver — Server to use for NIS services (broadcasts by default).
--useshadow — Use shadow passwords.

--enableldap — Turns on LDAP support in /etc/nsswitch.conf, allow-
ing your system to retrieve information about users (UIDs, home directories,
shells, and so forth) from an LDAP directory. Use of this option requires
that the nss_1dap package be installed. You must also specify a server
and a base DN (distinguished name).

--enableldapauth — Use LDAP as an authentication method. This option
enables the pam_1dap module for authentication and password changing,
using an LDAP directory. Use of this option requires that the nss_1dap
package be installed. You must also specify a server and a base DN.

--1dapserver= — The name of the LDAP server used if you specified
either --enableldap or --enableldapauth. This option is set in the
/etc/1dap.conf file.

--1dapbasedn= — The DN in your LDAP directory tree under which user
information is stored. This option is set in the /etc/1dap.conf file.

--enablekrb5 — Use Kerberos 5 for authenticating users. Kerberos itself
has no notion of home directories, UIDs, or shells, so if you enable
Kerberos you still need to enable LDAP, NIS, or Hesiod if you want to
avoid having to use the /usr/sbin/useradd command to make their
accounts known to this workstation. Use of this option requires the
pam_krb5 package to be installed.

--krb5realm — The Kerberos 5 realm your workstation belongs to.
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*

--krb5kdc — The KDC (or KDCs) that serve requests for the realm. If you
have multiple KDCs in your realm, separate their names with commas ().

--krb5adminserver — The KDC in your realm that is also running
kadmind. This server, which can be run only on the master KDC if you
have more than one, handles password changing and other administrative
requests.

--enablehesiod — Enable Hesiod support for looking up user home
directories, UIDs, and shells. More information on setting up and

using Hesiod on your network is in /usr/share/doc/glibc-2.x.x/
README . hesiod, which is included in the g1ibc package. Hesiod is an
extension of DNS that uses DNS records to store information about users,
groups, and various other items.

--hesiodlhs — The Hesiod LHS (left-hand side) option, set in /etc/
hesiod.conf. This option is used by the Hesiod library to determine the
name to search DNS for when looking up information, similar to LDAP’s
use of a base DN.

--hesiodrhs — The Hesiod RHS (right-hand side) option, set in /etc/
hesiod.conf. This option is used by the Hesiod library to determine the
name to search DNS for when looking up information, similar to LDAP’s
use of a base DN.

bootloader

bootloader (required) [1] — Specifies how the boot loader should be installed and
whether the bootloader should be LILO or GRUB.

*
*

append — Specifies kernel parameters.

Tocation= — Specifies where the boot record is written. Valid values are
the following: mbr (the default), partition (installs the boot loader on the
first sector of the partition containing the kernel), or none (do not install
the boot loader).

password=mypassword — If using GRUB, sets the GRUB bootloader pass-
word to mypassword. This should be used to restrict access to the GRUB
shell where arbitrary kernel options can be passed.

md5pass=mypassword — If using GRUB, similar to --password except
mypassword should be the password already encrypted.

uselLilo — Use LILO instead of GRUB as the boot loader.

Tinear — If using LILO, use the linear LILO option; this is only for back-
ward compatibility (and linear is now used by default).
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€ nolinear — If using LILO, use the nolinear LILO option; linear is the
default.

¢ 1ba32 — If using LILO, force use of Iba32 mode instead of autodetecting.

clearpart
clearpart (optional) — Removes partitions from the system, prior to creation of
new partitions. By default, no partitions are removed.

¢ 1linux — Erases all Linux partitions.

€ al1 — Erases all partitions from the system.

¢ drives [1] — Specifies which drives to clear partitions from.

L 2

initlabel [1] — Initializes the disk label to the default for your archi-
tecture (msdos for x86 and gpt for Itanium). The installation program does
not ask if it should initialize the disk label if installing to a brand new
hard drive.

device --opts

device (optional) — On most PCI systems, the installation program autoprobes for
Ethernet and SCSI cards properly. On older systems, and some PCI systems,
KickStart needs a hint to find the proper devices, however. The device command
tells Anaconda to install extra modules.

€ --opts — Options to pass to the kernel module. Note that multiple options
may be passed if put in quotes.

driverdisk

driverdisk (optional) — Driver disks can be used during KickStart installations.
You need to copy the driver disk’s contents to the root directory of a partition on
the system’s hard drive. Then use the driverdisk command to tell the installation
program where to look for the driver disk.

@ driverdisk <partition> [--type <fstype>]

<partition> is the partition containing the driver disk.

¢ type — File system type (for example, vfat, ext2, or ext3).

firewall

firewall (optional) — Firewall options can be configured in KickStart. This config-
uration corresponds to the Firewall Configuration screen in the installation program.
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& firewall [--high | --medium | --disabled] [--trust <device>] [--dhcp]
[--ssh] [telnet] [--smtp] [--http] [--ftp] [--port <portspec>].

@ levels of security — You can choose one of the following levels of
security: high, medium, disabled.

@ trust <device> — If you list a device here, such as ethO, then all traffic
coming from that device goes through the firewall. To list more than one
device, use --trust eth0, --trust ethl. Do not use a comma-separated
format such as --trust eth0, ethl.

@ Allow incoming — Enabling these options allow the specified services
to pass through the firewall: --dhcp, --ssh, --telnet, --smtp,
--http, --ftp.

@ port <portspec> — You can specify that ports be allowed through the
firewall using the port:protocol format. For example, if you want to allow
IMAP access through your firewall, you can specify imap:tcp. You can
also specify numeric ports explicitly; for example, to allow UDP packets
on port 1234 through, specify 1234 :udp. To specify multiple ports, sepa-
rate them with commas.

install

install (optional) — Tells the system to install a fresh system rather than to upgrade
an existing system. This is the default mode.

Installation methods

You must use one of the these commands to specify what type of KickStart is
being done:

NFS

Install from the NFS server specified.

® --server <server> — Server from which to install (hostname or IP).

& --dir <dir> — Directory containing the Red Hat installation tree.
For example:

nfs --server <server> --dir <dir>

CD-ROM
Install from the first CD-ROM drive on the system. For example:

cdrom
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HARD DRIVE
Install from a Red Hat installation tree on a local drive, which must be either VFAT
or ext2.

€ - -partition <partition> — Partition to install from (such as, sdb2).

¢ --dir <dir> — Directory containing the Red Hat installation tree.
For example:

Harddrive -partition <partition> --dir <dir>

URL
Install from a Red Hat installation tree on a remote server via FTP or HTTP. For
example:

url --url http://<server>/<dir>
url --url ftp://<username>:<password>@<server>/<dir>

interactive

interactive (optional) [1] — Uses the information provided in the KickStart file
during the installation, but allows for inspection and modification of the values
given. You will be presented with each screen of the installation program with the
values from the KickStart file. Either accept the values by clicking Next or change
the values and click Next to continue. See also the section titled “autostep.”

keyboard

keyboard (required) — Sets system keyboard type.

language

Tang (required) — Sets the default language for the installed system. The language
you specify is used during the installation as well as to configure any language-
specific aspect of the installed system. For example, to set the language to English,
the KickStart file should contain the following line:

Lang en_US

lilo
1i1o (replaced by bootToader) — Specifies how the boot loader should be installed
on the system. By default, LILO installs on the MBR of the first disk, and installs a

dual-boot system if a DOS partition is found (the DOS/Windows system boots if the
user types dos at the LIL0: prompt).
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The 1110 section is provided only for backward compatibility. You should

{@ﬂ

€ --append <params> — Specifies kernel parameters.

use bootloader,discussed earlier in this section.

¢ --linear — Uses the linear LILO option; this is for backward compatibility
only (and 1inear is now used by default).

€ - -location — Specifies where the LILO boot record is written. Valid values
are mbr (default), partition (installs the boot loader on the first sector of
the partition containing the kernel), or none, which prevents any boot-
loader from being installed.

lilocheck

Tilocheck (optional) — If Ti1ocheck is present, the installation program checks for
LILO on the MBR of the first hard drive, and reboots the system if it is found — in
this case, no installation is performed. This can prevent KickStart from reinstalling
an already installed system.

mouse

mouse (required) — Configures the mouse for the system, both in GUI and text
modes. Options are:

& --device <dev> — Device the mouse is on (such as --device ttyS0).

& -enmulthree — If present, the X Window System uses simultaneous
left+right mouse buttons to emulate the middle button (should be used on
two-button mice).

If the mouse command is given without any arguments, or if it is omitted, the
installation program attempts to autodetect the mouse (which works for most mod-
ern mice).

network

network (optional) — Configures network information for the system. If network is
not given, and the KickStart installation does not require networking (in other
words, it’s not installed over NFS), networking is not configured for the system. If
the installation does require networking, Anaconda assumes that the install should
be done over eth0 via a dynamic IP address (BOOTP/DHCP), and configures the
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final, installed system to dynamically determine its IP address. The network
command configures the networking information for the installation for network
kickstarts as well as for the final, installed system.

4

--bootproto — One of dhcp, bootp, or static (defaults to DHCP, and
dhcp and bootp are treated the same). Must be static for static IP infor-
mation to be used.

--device <device> — Used to select a specific Ethernet device for instal-
lation. Note, using --device <device> is not effective unless the KickStart
file is a local file (such as ks=f1oppy), since the installation program con-
figures the network to find the KickStart file. Example:

network -bootproto dhcp -device ethO

--ip — IP address for machine to be installed.
--gateway — Default gateway, as an IP address.
--nameserver — Primary name server, as an IP address.
--netmask — Netmask for the installed system.

--hostname — Hostname for the installed system.

The three methods of network configuration are:

¢ DHCP
¢ BOOTP

4

static

The DHCP method uses a DHCP server system to obtain its networking configu-
ration. As you might guess, the BOOTP method is similar, requiring a BOOTP server
to supply the networking configuration.

The static method requires that you enter all the required networking informa-
tion in the KickStart file. As the name implies, this information is static, and is used
during the installation, and after the installation as well.

To direct a system to use DHCP to obtain its networking configuration, use the
following line:

network -bootproto dhcp

To direct a machine to use BOOTP to obtain its networking configuration, use
the following line in the KickStart file:

network -bootproto bootp



64 Part 1: Red Hat Linux System and Network Administration Defined

The line for static networking is more complex, as you must include all network
configuration information on one line. You need to specify:
@ [P address
€ netmask
& gateway IP address
*

name server I[P address
Keep in mind two restrictions if you use the static method:
@ All static networking configuration information must be specified on one

line; you cannot wrap lines using a backslash, for example.

4 You can specify only one name server here. However, you can use the
KickStart file’s %post to add more name servers, if needed.

partition
part (required for installs, ignored for upgrades) — Creates a partition on the system.

Partition requests are of the form:

part <mntpoint> --size
{(size> [--grow] [--onpart
<partc>] [--ondisk
<disk>] [--onprimary
<N>1 [--asprimary <N>]

The <mntpoint> is where the partition is mounted, and must be of the following
forms:

/<mntpoint>
(i.e. /, Jusr, /home)

@ swap — The partition is used as swap space.

@ raid.<id> — The partition is used for software RAID (see the raid com-
mand later).

® --size <size> — Sets the minimum size for the partition.

¢ - -grow — Tells the partition to grow to fill available space (if any), or up
to maximum size setting.

€® - -maxsize <size> — Sets the maximum partition size when the partition
is set to grow.
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¢ - -noformat — Tells the installation program not to format the partition;
for use with the - -onpart command.

€ - -onpart <part> or --usepart <part> — Tells the installation program
to put the partition on the already existing device <part>. For example,
partition /home --onpart hdal puts /home on /dev/hdal, which must
already exist.

€ -ondisk <disk> — Forces the partition to be created on a particular
disk. For example, - -ondisk.sdb puts the partition on the second disk on
the system.

€ -onprimary <N> — Forces the partition to be created on primary partition
<N> or fail. <N> can be 1 through 4.

€ -asprimary <N> — Forces auto allocation as a primary partition <> or
fail. <N> can be 1 through 4.

¢ - bytes-per-inode=<N> — <N> represents the number of bytes per inode
on the file system when it is created. It must be given in decimal format.
This option is useful for applications where you want to increase the
number of inodes on the file system.

€ -type=<X> — Sets partition type to <X>, where <X> is a numerical value.

All partitions created are formatted as part of the installation process unless - -
noformat and --onpart are used.

raid

raid (optional) — Assembles a software RAID device. This command is of the form:
raid <mntpoint> --level <level> --device mddevice><partitions*>

The <mntpoint> is the location where the RAID file system is mounted. If it is /,
the RAID level must be 1 unless a boot partition (/boot) is present. If a boot parti-
tion is present, the /boot partition must be level 1 and the root (/) partition can be
any of the available types. The <partitions*> (which denotes that multiple parti-
tions can be listed) lists the RAID identifiers to add to the RAID array.

€ Jevel <level> — RAID level to use (0, 1, or 5).

€ device <mddevice> — Name of the RAID device to use (such as mdO or
md1). RAID devices range from mdO to md7, and each may be used only
once.

@ spares=N [1] — Specifies that there should be N spare drives allocated
for the RAID array. Spare drives are used to rebuild the array in case of
drive failure.
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@ fstype [1] — Sets the file system type for the RAID array. Valid values
are ext2, ext3, swap, and vfat.

@ noformat [1] — Do not format the RAID array.

The following example shows how to create a RAID level 1 partition for /, and a
RAID level 5 for /usr, assuming there are three SCSI disks on the system. It also
creates three swap partitions, one on each drive.

part raid.01 --size 60 --ondisk sda

part raid.02 --size 60 --ondisk sdb

part raid.03 --size 60 --ondisk sdc

part swap --size 128 --ondisk sda

part swap --size 128 --ondisk sdb

part swap --size 128 --ondisk sdc

part raid.11 --size 1 --grow --ondisk sda

part raid.12 --size 1 --grow --ondisk sdb

part raid.13 --size 1 --grow --ondisk sdc

raid / --level 1 --device md0 raid.0l1 raid.02 raid.03
raid /usr --level 5 --device mdl raid.11 raid.12 raid.13

reboot

reboot (optional) — Reboot after the installation is complete (no arguments).
Normally, KickStart displays a message and waits for the user to press a key before
rebooting.

rootpw

rootpw (required) — Usage: rootpw [--iscrypted] <password>
Sets the system’s root password to the <password> argument.

® --iscrypted — If this is present, the password argument is assumed to
already be encrypted.
skipx

skipx (optional) — If present, X is not configured on the installed system.timezone.

timezone

timezone (required) — Usage: timezone [--utc] <timezone>
Sets the system time zone to <timezone>, which may be any of the time zones
listed in timeconfig.

€ - -utc — If present, the system assumes the hardware clock is set to UTC
(Greenwich Mean) time.



Chapter 3: Installing Red Hat Linux

67

upgrade

upgrade (optional) — Tells the system to upgrade an existing system rather than
install a fresh system.

xconfig

xconfig (optional) — Configures the X Window System. If this option is not given,
the user needs to configure X manually during the installation, if X was installed;
this option should not be used if X is not installed on the final system.

€ --noprobe — Don’t probe the monitor.

® --card <card> — Use card <card>; this card name should be from the
list of cards in Xconfigurator. If this argument is not provided, Anaconda
probes the PCI bus for the card.

€ --monitor <mon> — Use monitor <mon>; this monitor name should be
from the list of monitors in Xconfigurator. This is ignored if --hsync or
--vsync is provided; if no monitor information is provided, the monitor is
probed via plug-and-play.

® --hsync <sync> — Specifies the horizontal sync frequency of the monitor.
€ --vsync <sync> — Specifies the vertical sync frequency of the monitor.

& --defaultdesktop=(GNOME or KDE) — Sets the default desktop to either
GNOME or KDE (and assumes that GNOME and/or KDE has been installed
through %packages).

€ - -startxonboot — Use a graphical login (runlevel 5) for the installed
system.

zerombr — Partition table initialization

zerombr (optional) — If zerombr is specified, and yes is its sole argument, any
invalid partition tables found on disks are initialized. This destroys all of the con-
tents of disks with invalid partition tables. This command should be used as:

zerombr yes

%%packages — Package Selection

Use the %packages command to begin a KickStart file section that lists the packages
you'd like to install (this is for installations only, as package selection during
upgrades is not supported).

Packages can be specified by component or by individual package name. The
installation program defines several components that group together related pack-
ages. See the RedHat/base/comps file on any Red Hat Linux CD-ROM for a list of



68

Part 1: Red Hat Linux System and Network Administration Defined

components. The components are defined by the lines that begin with a number
followed by a space, and then the component name. Each package in that compo-
nent is then listed, line-by-line. Individual packages lack the leading number found
in front of component lines.

Additionally, you may run across three other types of lines in the comps file:

@ Architecture-specific lines (alpha:, i386:, and sparc64:)

If a package name begins with an architecture type, you need only type in
the package name, not the architecture name. For example:

For 1386: netscape-common you need to use only the netscape-common
part for that specific package to be installed.

4 Lines beginning with 2.

Lines that begin with a ? are specific to the installation program. You do
not have to do anything with these types of lines.

4 Lines beginning with -hide.

If a package name begins with --hide, you need to type in only the pack-
age name, minus the --hide. For example:

For --hide KDE Workstation you need to use only the KDE
Workstation part for that specific package to be installed.

In most cases, it’s necessary to list only the desired components and not individual
packages. Note that the Base component is always selected by default, so it’s not
necessary to specify it in the %packages section.

For example:

%packages

@ Networked Workstation
@ C Development

@ Web Server

@ X Window System
bsd-games

As you can see, components are specified, one to a line, starting with an @ symbol,
a space, and then the full component name as given in the comps file. Specify indi-
vidual packages with no additional characters (the bsd-games line in the preceding
example is an individual package).

You can also direct the KickStart installation to use the workstation- and server-
class installations (or choose an everything installation to install all packages). To
do this, simply add one of the following lines to the %packages section:
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@ Gnome Workstation
@ KDE Workstation
@ Server

@ Everything

%pre — Pre-Installation Configuration Section

You can add commands to run on the system immediately after the ks.cfg has been
parsed. This section must be at the end of the KickStart file (after the commands)
and must start with the %pre command. Note that you can access the network in
the %pre section; however, name service has not been configured at this point, so
only IP addresses will work.

%opost — Post-Installation Configuration Section

You have the option of adding commands to run on the system once the installa-
tion is complete. This section must be at the end of the KickStart file and must start
with the %post command. Note, you can access the network in the %post section;
however, name service has not been configured at this point, so only IP addresses
work.

Starting a KickStart Installation

To begin a KickStart installation, you must boot the system from a Red Hat Linux
boot disk, and enter a special boot command at the boot prompt. If the KickStart
file resides on the boot disk, the proper boot command is:

boot: Tinux ks=floppy

If, on the other hand, the KickStart file resides on a server, the appropriate boot
command is:

boot: Tinux ks

Anaconda looks for a KickStart file if the ks command line argument is passed
to the kernel. The ks command can take a number of forms:

@ ks=floppy — The installation program looks for the file ks.cfg on a
VEAT file system on the floppy in drive /dev/fd0.

® ks=hd:<device>/<file> — The installation program mounts the file
system on <device> (which must be VFAT or ext2), and looks for the
KickStart configuration file as <f77e> in that file system (for example,
ks=hd:sda3/mydir/ks.cfg).
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*

ks=file:/<file> — The installation program tries to read the file <f77e>
from the file system; no mounts are done. This is normally used if the
KickStart file is already on the initrd image.

ks=nfs:<server:>/<path> — The installation program looks for the
KickStart file on the NFS server <server>, as file <path>. The installation
program uses DHCP to configure the Ethernet card.

ks=cdrom:/<path> —The installation program looks for the KickStart file
on CD-ROM, as file <path>.

ks — When ks is specified without additional command line parameters,
the DHCP bootServer field of the configuration file is used to obtain the
name of the NFS server. This information is also used to configure the
Ethernet card using DHCP, and to find the location of the KickStart file.
The KickStart file can be found in one of three locations:

m [f the bootfile starts with a /, and DHCP is configured, the installation
program looks in the root directory on the NFS server for the bootfile.

m [f the bootfile does not start with a /, and DHCP is configured, the
installation program looks in the /kickstart directory on the NFS
server for the file.

® When no bootfile is listed, the IP address of the PC receiving the instal-
lation is checked for the file.

Summary

In this chapter you learned about installing Red Hat Linux. First you learned about
the hardware on your system, and then you made a list of your components. Then
you checked the Red Hat Web site to find out if your hardware was compatible with
Red Hat Linux. You learned how to install Red Hat Linux on a single computer.
Finally, you learned about the Red Hat program called KickStart. Using KickStart,
you can automate the installation procedure for client and server PCs on your
network.



Chapter 4

Red Hat Linux File System

IN THIS CHAPTER

¢ Understanding the Red Hat Linux file system structure
¢ Using file system commands
¢ Working with Linux-supported file systems

¢ Linux disk management

THIS CHAPTER BEGINS with a description of the Red Hat Linux file system structure
and an explanation of the directories and the files they contain. Following the look
at the file system structure are the file system commands, essential to proper file
system management. In addition to the native Linux file system, Red Hat Linux
supports many other file system types. This chapter explains the other file system
types and ends with a discussion of Linux disk management.

Understanding the Red Hat Linux
File System Structure

Understanding the organization, or layout, of the Red Hat Linux file system is one
of the most important aspects of system administration. For administrators, pro-
grammers, users, and installed software, knowing how and where the files are
stored on the system is critical for proper system operation. A standard should be in
place that specifies locations for specific types of data. Fortunately, Red Hat has
chosen to follow the standards outlined in the Filesystem Hierarchy Standard (FHS).
This section briefly explains the FHS and its relevance to proper system adminis-
tration. For the complete standard, refer to http://www.pathname.com/fhs.

The FHS provides specific requirements for the placement of files in the directory
structure. Placement is based on the type of information contained in the file.
Basically two categories of file information exist: shareable or unshareable, and
variable or static. Shareable files are files that can be accessed by other hosts, and
unshareable files can be accessed only by the local system. Variable files contain
information that can change at any time on their own, without anyone actually
changing the file. A log file is an example of such a file. A static file contains infor-
mation that does not change unless a user changes it. Program documentation and
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binary files are examples of static files. Figure 4-1 shows the organization of the
file system on a typical Red Hat Linux system. Following the figure is an explana-
tion of each directory and the types of files it may contain.
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Figure 4-1: The file system organization for a typical Red Hat Linux system

As shown in the illustration, the Red Hat Linux file system is organized in a flat,
hierarchical file system. Linux’s method of mounting its file systems in a flat, logi-
cal, hierarchical method has advantages over the file system mounting method used
by Windows. Linux references everything relative to the root file system point /,
whereas Windows has a different root mount point for every drive.

If you have a /usr partition that fills up in Linux, you can create another file
system called /usr/1ocal and move your /usr/local data from /usr to the new
file system definition. This practice frees up space on the /usr partition, and is an
easy way to bring your system back up to a fully functional state.

This trick wouldn’t work on a Windows machine, because Windows maps its file
locations to static device disk definitions. You would have to change programs’ file
references from c:\ to d:\, and so forth. Linux’s file system management is
another good reason to use Linux on your production servers instead of Windows.

The / directory

The / directory is called the root directory and is typically at the top of the file sys-
tem structure. In many systems, the / directory is the only partition on the system
and all other directories are mounted under it. Figure 4-1 shows a file system with
the / directory mounted as the only partition, with all other directories mounted
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beneath it. The primary purpose of the / directory is booting the system, and to cor-
rect any problems that might be preventing the system from booting. According to
the FHS, the / directory must contain, or have links to, the following directories:

¢ bin — This directory contains command files for use by the system admin-
istrator or other users. The bin directory can not contain subdirectories.

¢ boot — On Red Hat systems, this is the directory containing the kernel, the
core of the operating system. Also in this directory are files related to
booting the system, such as the bootloader.

® dev — This directory contains files with information about devices, either
hardware or software devices, on the system.

¢ etc — This directory and its subdirectories contain most of the system
configuration files. If you have the X Window System installed on your
system, the X 11 subdirectory is located here. Networking related files are
in the subdirectory sysconfig. Another subdirectory of etc is the skel
directory, which is used to create files in users’ home directories when the
users are created.

¢ home — This directory contains the directories of users on the system.
Subdirectories of home will be named for the user to whom they belong.

¢ 1ib — The shared system files and kernel modules are contained in this
directory and its subdirectories.

¢ mnt — This directory is the location of the mount point for temporary file
systems, such as a floppy or CD.

¢ opt — This directory and its subdirectories are often used to hold applica-
tions installed on the system.

¢ proc — Information about system processes is included in this directory.

¢ root — This is the home directory of the root user. Don’t confuse this with
the / directory, which has the same name.

¢ sbin — Contained in this directory are system binaries used by the system
administrator or the root user.

¢ tmp — This directory contains temporary files used by the system.

¢ usr — This directory is often mounted on its own partition. It contains
shareable, read-only data. Subdirectories can be used for applications,
typically under /usr/local.

€ var — Subdirectories and files under var contain variable information,
such as system logs and print queues.
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Using File System Commands

Most of the commands a Unix user needs to know are related to manipulating files
on the system. Files control everything on the system, so they are very important.
Each of the following subsections discusses a useful file system command that
every system administrator should know about, and what they do.

Is

1s is probably the most commonly used Unix command. It lists information about
files on the system. By default 1s shows you the names of unhidden files in the cur-
rent directory. You can use several additional options with 1s to show you all sorts
of detailed aspects of a file as well. Because 1s has so many options, few system
administrators know them all.

A common usage of 1s is 1s-1a, which lists files in a longer format, and lists all
files, including hidden files.

cp
cp is Unix’s copy command. The syntax of cp is pretty basic and is just like any

other operating system’s file copy command.
To copy filename-a to filename-b, type: cp filename-a filename-b.

ol

m

It is said that the reason Unix commands are so short is because Unix was
first used on a PDP-11, which had a keyboard whose keys were very hard to

press, so keystrokes were kept to a minimum.

rm is Unix’s remove command. To remove a file, type rm filename.

rm plays a large part in Unix mythology because every Unix administrator
dreads having someone with root privileges type rm -rf /¥ on their system.

myv

mv is the move command. If moving files within a file system, mv operates more like
a rename than a move, because just the logical name and logical location are
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changed. If a file is moved across file systems, mv copies the file over first and then
removes it from the old location.
To move filename-a to filename-b, type mv filename-a filename-b.

chown

chown changes the user or group ownership of a file or directory. Maintaining
proper file ownership helps ensure that only the people who own the file have
access to it, since world accessible permissions can be severely limited without
inhibiting the use of the file to its rightful owner.

To change ownership of a file to username ben, type chown ben filename.

chgrp

chgrp changes only the group ownership of a file or directory. To set the group
ownership of a file to group admin, type chgrp admin filename.

chmod

This command changes file access permissions, handy when you want to limit who
can and cannot read, write or execute your files. Permissions that can be modified
with this command are write access, read access, and executable access for the user
owner, the group owner, and all users on the system (world access).

chmod also determines if the program text should be saved on the swap device
and whether or not the command should be run under the user ID of the owner or
under the group ID of the group owner.

chmod has two methods of changing filename permissions. One way is the
numeric method, which sets the user, group and world permissions at once. In this
method, 4 represents read, 2 represents write, and 1 represents execute. So if you
set a file’s permissions to 444, you are setting it to be only readable to user, group,
and world owners. If you add the numbers together you can add more file permis-
sions. So to make a file writeable (4), readable (2), and executable (1) by user, and
not accessible in any way to anybody else, you set it to permissions number 700.
That breaks down to (4+2+1) for user, and no permissions for group or world, hence
the two 0’s. To change a file’s permissions to 700, type chmod 700 filename.

The other way to specify chmod permissions is the character flag method, which
changes only the attributes you specify. The letters used to change owner permis-
sions are u for user, g for group, and o for other. To indicate the permissions mode,
r is for read, w is for write, and x stands for execute. The + and - signs are used to
indicate if the permission is being added or removed from the file. For example, to
add readable and writeable permissions to filename-a for the user who owns it, type
chmod u+rw filename-a.
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chmod does not change the permissions of symbolic links, but instead it
changes the file permissions of the symbolic link’s target file.

ol

chattr

chattr enables you to set special access attributes on files. You can set files to
repress updating the access time, or set files to be append-only, immutable, or
undeletable. You can also use chattr to make sure that a secure deletion is done.
chattr works on only ext2 and ext3 file systems.

Some of the file attributes that can be changed with this command are
immutable, secure deletion, and append only. To make a file immutable, type chattr
+I filename.

In

1n creates hard or symbolic links between files. These links are useful in many dif-
ferent situations where you don’t want to copy a file to many different locations.
You may want to save disk space, or ensure that you have the same version of the
file in two different locations on a system.

Symbolic links come in handy when compiling and installing new kernels, since
you can keep two different vm1inuz files with two different names in your /boot
directory and choose which one to boot by making a symlink between vm1inuz and
the specific vm1inuz kernel version file you want to boot. Then make a reference to
the /boot/vmlinuz symlinks in your 1ilo.conf file.

Hard links cause two different filenames to share the same inode. This means the
hard links and the target file are basically two names for the same file. If you delete
the hard link, you also delete the target file. Hard links cannot be made to directo-
ries, and they cannot be made across file systems.

Symbolic links are much more common than hard links because of their flexibil-
ity. A symbolic link is really a special file type that references another file. When
you try to open the symbolic link, the kernel passes the operation onto the target
file. However when you remove the symbolic link, only the symbolic link file is
removed and the target file remains unaffected. Symbolic links can be made to
directories and across file systems

To create a symbolic link called mailalias pointing to a program named pine,
type In -s pine mailalias.

symlinks

This is a symbolic link maintenance utility. It checks for things like symlink sanity
and dead symbolic links. symlinks is especially useful for people who maintain FTP
sites and CD-ROM distributions.
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Links are classified as either relative, absolute, dangling, messy, lengthy, or
other_fs. Relative symlinks are defined as symlinks that are linked to other files by
a relative path such as ../../ instead of listing the absolute path relative to a file
system mount point, such as /usr/local/. Absolute symlinks point to a file whose
path includes a file system mount point. Dangling symlinks point to a file that no
longer exists. Messy symlinks contain dots or slashes in the path that aren’t neces-
sary. These can be cleaned up when symlinks is run with the -c flag. Lengthy links
use ../ more than is necessary for specifying the file location. Symlinks classified
as other_fs are those whose target file is on a different file system than the source
of the symlink.

To clean up a directory’s symbolic links, type symlinks -c directoryname.

e

stat

This command tells you the status of a specified file or file system. In order to run
this command you don’t need to have access rights to the file, but you do need to
be able to search all the directories in the path leading up to the file location.

stat gives you lots of detailed information about a file, such as device number,
inode number, access rights, number of hard links, owner user ID and name, owner
group ID and name, device type, total file size, number of allocated blocks for the
file, I0 block size, last access time, last modification time, and — last but not
least — last changed time.

If the -f flag is used, the following information is also displayed: file system
type, file system block size, number of blocks in the file system, free blocks, free
blocks for nonroot users, total number of inodes, number of free inodes, and the
maximum length of filenames.

To see the status of a file, type stat filename.

Isof

1sof is a very handy tool that lists what files are open on your system, and what
active process is holding them open. This command lists all files held open both by
local system processes and network services.

1sof can list open files by user or by process. You can give 1sof a filename or a
directory name, and it tells you what process is holding it open. This information is
especially helpful if you need to edit a file, but you can’t because something is
holding the file open for writing and blocking all other programs from editing it.

Open files tracked by 1sof can be more than standard Unix files. They can also
be directories, character special files, block special files, libraries, executing text

The - c option converts absolute symlinks to relative links, so that the sym-
links remain valid no matter what mount point the file system is mounted
on. This option cleans up messy links and shortens lengthy links.
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references, streams, Internet sockets, NES files, or Unix domain sockets. Tsof can
show you status only on files on which you have permissions to run the stat
system function.

To see what process is holding a lock on a file, type Isof filename.

mknod

This command enables you to create block and character device files and named
pipes.

macutil

This is a Linux to Mac file system conversion suite that contains the packages listed
next.

MACUNPACK

macunpack extracts files from a Macintosh MacBinary archive, usually a .bin file.

HEXBIN
hexbin takes in Macintosh binhex files and converts them to a Unix readable
format.

MACSAVE
This utility reads Macintosh MacBinary files from standard input, and writes them
to a file.

MACSTREAM
This utility takes in a series of files and combines them into a MacBinary stream
and outputs them to standard out.

BINHEX
binhex takes in files and outputs them in BinHex 4.0 format to standard out. By
default this utility takes in MacBinary format files.

TOMAC
tomac reads in files and sends them to a Macintosh computer using the XMODEM
protocol.

FROMMAC

frommac receives files from a Macintosh computer and stores them in the current
directory in MacBinary format.
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Working With Linux—Supported
File Systems

Linux is a very flexible operating system that has a long history of interoperability
with other systems on a number of different hardware platforms. A consequence of
this friendliness to other operating systems is that Linux can read and write to sev-
eral different file systems that originated with other operating systems much differ-
ent from Linux. This section details the different file systems supported and where
they originated.

One reason that Linux supports so many file systems is because of the design
of its Virtual File Systems (VFS) layer. The VFS layer is a data abstraction layer
between the kernel and the programs in userspace that issues file system commands.

o

The VES layer avoids duplication of common code between all file systems. It
provides a fairly universal backward compatible method for programs to access all
of the different forms of file support. Only one common, small API set accesses
each of the file system types, to simplify programming file system support.

Programs that run inside the kernel are in kernelspace. Programs that don't
run inside the kernel are in userspace.

Standard disk file systems

Support for these file systems come standard in Red Hat Linux. They are compiled
into the kernel by default. If for some reason your kernel does not currently support
these file systems, a kernel recompile with the proper options turned on should
enable you to access all these file systems.

MINIX
minix holds an important spot in Linux history, since Torvalds was trying to make
a better minix than minix. He wanted to improve upon the 16-bit minix kernel by
making a better 32-bit kernel that did everything that minix did and more. This his-
torical connection is the main reason why minix file system support is available in
Linux.

One reason to run a minix file system is that it has less metadata overhead than
ext2, and so it is a preferable choice for boot and rescue disks. Rescue disks made
with older versions of Red Hat Linux use a minix file system.
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EXT2
ext2 has become the standard file system for Linux. It is the next generation of
the ext file system. The ext2 implementation has not changed much since it was
introduced with the 1.0 kernel back in 1993. Since then there have been a few new
features added. One of these was sparse super blocks, which increases file system
performance.

ext2 was designed to make it easier for new features to be added, so that it can
constantly evolve into a better file system. Users can take advantage of new fea-
tures without reformatting their old ext2 file systems. ext2 also has the added
bonus of being designed to be POSIX compliant. New features that are still in the
development phase are access control lists, undelete, and on-the-fly compression.

ext2 is flexible, can handle file systems up to 4TB large, and supports long file-
names up to 1,012 characters long. In case user processes fill up a file system, ext2
normally reserves about 5 percent of disk blocks for exclusive use by root so that
root can easily recover from that situation. Modern Red Hat boot and rescue
diskettes now use ext2 instead of minix.

EXT3

The extended 3 file system is a new file system introduced in Red Hat 7.2. ext3 pro-
vides all the features of ext2, and also features journaling and backward compati-
bility with ext2. The backward compatibility enables you to still run kernels that
are only ext2 aware with ext3 partitions.

You can upgrade an ext2 file system to an ext3 file system without losing any of
your data. This upgrade can be done during an update to Red Hat 7.2.

ext3 support comes in kernels provided with the Red Hat 7.2 distribution. If you
download a kernel from somewhere else, you need to patch the kernel to make it
ext3 aware, with the kernel patches that come from the Red Hat ftp site. It is much
easier to just stick with kernels from Red Hat.

ext3’s journaling feature speeds up the amount of time it takes to bring the file
system back to a sane state if it’s not been cleanly unmounted (that is, in the event
of a power outage or a system crash).

Under ext2, when a file system is uncleanly mounted, the whole file system must
be checked. This takes a long time on large file systems. ext3 keeps a record of
uncommitted file transactions and applies only those transactions when the system
is brought back up.

A cleanly unmounted ext3 file system can be mounted and used as an ext2 file
system. This capability can come in handy if you need to revert to an older kernel
that is not aware of ext3. The kernel sees the ext3 file system as an ext2 file system.

ext3’s journaling feature involves a small performance hit to maintain the file
system transaction journal. Therefore it’s recommended that you use ext3 mostly
for your larger file systems, where the ext3 journaling performance hit is made up
for in time saved by not having to run fsck on a huge ext2 file system.

REISERFS
The Reiser file system is a journaling file system designed for fast server perfor-
mance. It is more space efficient than most other file systems, because it does not
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take up a minimum of one block per file. If you write a bunch of really small files
to disk, reiserfs squeezes them all into one block instead of writing one small file to
one block like other file systems do. Reiserfs also does not have fixed space alloca-
tion for inodes, which saves about 6 percent of your disk space.

SYSTEMV

Linux currently provides read support for SystemV partitions, and write support is
experimental. The SystemV file system driver currently supports AFS/EAFS/EFS,
Coherent FS, SystemV/386 FS, Version 7 FS, and Xenix file systems.

UFS

ufs is used in Solaris and early BSD operating systems. Linux provides read support,
and write support is experimental.

FAT

FAT is one of a few different file systems used with Windows over the years. Almost
every computer user has used FAT at one time or another, since it was the sparse
base operating system at the heart of all Windows operating systems.

FAT was originally created for QDOS and used on 360K (double density, double
sided) floppy disks. Its address space has since been extended from 12 bit to 32 bit,
so it can handle very large file systems. Nowadays it’s possible to create FAT file
systems over a terabyte in size.

7T
e

-

NTFS

NTES is the next generation of HPFS. It comes with all business versions of
Microsoft operating systems beginning with Windows NT. Unlike FAT, it is a b-tree
file system, meaning it has a performance and reliability advantage over FAT.

Do not confuse a FAT file system with a FAT32 file system.They are named
similarly, but are two different beasts!

HPFS

The High Performance File System first came with 0S/2 Version 1 created by
Microsoft. It’s the standard 0S/2 file system. Since 0S/2 usage has dropped off sig-
nificantly, HPFS has become a relatively uncommon file system.

HFS

The Hierarchical File System is used with older versions of Mac OS. Macintosh-
formatted files have two parts to them: a data fork and a resource fork. The
resource fork contains Macintosh operating system-specific information such as
dialog boxes and menu items. The data fork contains the meat of the file data. The
data fork is readable by Unix.
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Linux to Macintosh file conversion tools are available bundled in the macutils
package. The tools included in that package are: macunpack, hexbin, macsave,
macstream, binhex, tomac, and frommac. See the previous section called
“Important File System Commands” to read more about these tools.

The modern Mac OS file system, hfs+, is currently not supported under Linux.

ol

Nonstandard Linux file systems

Support for these file systems needs to be explicitly compiled into the Linux kernel,
since kernel support for them is not configured by default.

HFS is a different file system than HP-UX HFS.HP-UX HFS is a non-journaled
file system format available on HP-UX systems.

1BM JFS

IBM JFS is an easy to use journaling file system created by IBM. It is designed for
high-throughput server environments. This is the same file system that will be pro-
vided in AIX version 5l. Linux support for JFS was written by IBM. IBM has con-
tributed quite a bit of code to the Linux cause, and is a staunch supporter of Linux.
They have also decided to make Linux their main server file system in the future.

SGI XFS

SGI's Extended File System (XFS) is SGI's newest file system for all Silicon
Graphics systems, from workstations to their supercomputer line (before they sold
that line to Terra computers.) It has been available for use on Linux since May 2001.

XFS is designed for high performance. It rapidly recovers from system crashes
and can support extremely large disk farms (it can handle files as large as a million
terabytes.) It is one of a very few journaling file systems that has a proven track
record in production environments for several years now.

Its other features include access control lists, volume management, guaranteed
rate /0, and journaling for faster recovery. XFS can be backed up while still in use,
which comes in handy since it reduces system administration time. This is a fast file
system, and now you can read it with your Red Hat Linux machine.

FREEVXFS

VXEFS is the Veritas file system developed by the Veritas Corporation. It is used in

SCO UnixWare, HP-UX, Solaris, and other systems. Some of its features include

access control lists, journaling, online backup, and support for files up to 2TB large.
Three different versions of VXFS are in use. Version 1 is the original VXFS that

is not commonly used anymore. Version 2 includes support for filesets and dynamic

inode allocation. Version 4 is the latest version, and it supports quotas and large
files.



Chapter 4: Red Hat Linux File System

83

GNU utilities available for Linux called VxTools can read VXFS versions 2 and 4.
The tools included in the VxTools package are vxmount, vxumount, vx1s, vxcat,
vxidump, vxcd, and vxpwd. Currently there is only read support in Linux for VxXFS
file systems.

GFS

GES is Sistina’s Global File System. It is a clustered journaling file system for SANs
that enables multiple servers to have read/write access to a single file system on
shared SAN devices.

GFS is scalable, since storage devices and servers can be added without taking
the system down or taking the disks offline. It also makes a single image of all the
data in the SAN, so that if a server fails it can be removed and replaced while the
load is rebalanced amongst the remaining servers.

In a proper cluster setup, all nodes in the cluster share the same storage devices
through a fiber channel, SCSI hookup, or network block device. Each node sees the
file system as being local to their machine, and GFS synchronizes files across the
cluster. GFS is fully symmetric, so there is no server that is a bottleneck or single
point of failure. GFS uses regular Unix-style file semantics.

Memory file systems and virtual file systems

These file systems do not exist on disk in the same way that traditional file systems
do. They either exist entirely in system memory, or they are virtual because they are
an interface to system devices, for example.

CRAMFS

cramfs is designed to cram a file system onto a small ROM, so it is small, simple,
and able to compress things well. The largest file size is 16MB, and the largest file
system size is 256MB.

Since cramfs is so compressed, it isn’t instantly updateable. The mkcramfs tool
needs to be run to create or update a cramfs disk image. The image is created by
compressing files one page at a time, so this enables random page access. The
metadata is not compressed, but it has been optimized to take up much less space
than other file systems. For example, only the low 8 bits of the gid are stored. This
saves space but also presents a potential security issue.

TMPFS

tmpfs is structured around the idea that whatever is put in the /tmp file system is
accessed again shortly. tmpfs exists solely in memory, so what you put in temp
doesn’t persist between reboots.

Creating /tmp as an in-memory file system is a performance boost. Creating
[tmp as an in-memory file system is done in Solaris since the overhead of Solaris is
very large. Creating /tmp as an in-memory file system hasn’t been done before in
Linux because the ext2 file system has pretty good performance already. But for
those who feel that they need the performance gains of storing /tmp in memory,
this option is now available in Linux.
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RAMFS

ramfs is basically cramfs without the compression.

ROMFS

This is a read-only file system that is mostly used for the initial RAM disks of
installation disks. It was designed to take up very little space, so you could fit a ker-
nel and some useful code into a small boot disk, without having the file system
overhead taking up too much precious space in memory or on the disk.

The kernel on the disk has only this file system linked into it, and then it can
load any modules it needs later, after bootup. After the kernel is loaded, it can call
other programs to help determine what SCSI drivers are needed, if any, or what IDE
or floppy drives should be accessed after bootup. This method is perfect for rescue
diskettes or installation diskettes, where all that is really required is that a very bare
minimum kernel be loaded into memory, so after initial boot it can then load from
CD-ROM whatever ext2 modules or other drivers are necessary to mount the sys-
tem’s regular drives.

The romfs file system is created with a program called genromfs.

PROC

proc is a virtual file system that acts as an interface to the kernel’s internal data
structures. proc can be used to get detailed information about a system’s hardware
and to change kernel parameters at run time. Even the process listing command, ps,
gets its information from the proc file system. The kernel parameters can be
changed with the sysct1 command.

PROC SOFTWARE INFORMATION The /proc directory contains a great deal of
information about your currently running system software. If you look at the /proc
directory on Linux, you see one subdirectory for each process running on the
system. The subdirectories are named after the process’s ID (PID) number. Each of
those subdirectories has several standard files, and each of them gives you a differ-
ent set of information.

The status file in those proc directories contains process status in human read-
able format. So if you want to see the status of your ssh server, you first need to
know the ssh server’s PID number. You can find this number in a few different
ways. One easy way is to look at a process listing and grep for the string “ssh”. The
output should look like the lines below:

[vnavrat@buffy vnavratl$ ps -elf | grep ssh

140 S root 933 1 0 69 O - 664 do_sel Oct23 ? 00:00:01
/usr/sbin/sshd
140 S root 14807 933 0 69 O - 882 do_sel 18:36 7 00:00:00
/usr/sbin/sshd
000 S vnavrat 14883 14808 0 71 0 - 434 pipe_w 18:52 pts/10  00:00:00

grep ssh
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The process table contains multiple hits for ssh, since there is a master sshd
process, and one sshd process is spawned for each ssh session currently open. The
first line is the master sshd server process. You can tell because its parent process
ID is 1, also known as the init process that spawns all processes at boot time, and
is responsible for re-spawning important server processes that die during runtime.
The second line is an ssh daemon handling an incoming ssh connection, evident
because it lists the previous ssh process as its parent. The final line lists the grep
process that you just ran, so you can disregard that line.

You should look at the status of the master ssh daemon, which, as you saw
previously, is running with a PID of 933. So cd to the /proc/933 directory, and
take a look at the status file in that directory. The output appears below:

[vnavrat@buffy vnavrat]$ less /proc/933/status

Name: sshd

State: S (sleeping)

Pid: 933

PPid: 1

TracerPid: 0

Uid: 0 0 0 0
Gid: 0 0 0 0
FDSize: 32

Groups:

VmSize: 2656 kB

VmlLck: 0 kB

VmRSS: 1236 kB

VmData: 116 kB

VmStk: 16 kB

VmExe: 240 kB

VmLib: 2176 kB

SigPnd: 0000000000000000
SigBlk: 0000000000000000
SigIgn: 8000000000001000
SigCgt: 0000000000016005
CapInh: 0000000000000000
CapPrm: 00000000fffffeff
CapEff: 00000000fffffeff

Other useful files in the /proc/PID directory and their contents are:

cmd1line — contains the process’s command line arguments
cpu — contains the current and last CPU on which the process was executed
cwd — contains a link to the process’s current working directory

environ — contains values of the process’s environmental variables
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exe — contains a link to the process’s executable

fd — a directory that contains all the process’s file descriptors

maps — contains memory maps to the process’s executables and library files
mem — contains the memory held by this process

root — contains a link to the root directory of the process

stat — contains the process status

statm — contains the process memory status information

status — contains the process status in human readable format

PROC HARDWARE INFORMATION As mentioned previously, the /proc directory
also contains some useful hardware information. This information comes in handy
when you compile a new kernel. If you've forgotten the specific details about your
hardware, you can look through the files in the /proc directory to get information
about what’s installed and running on your Linux machine.

If you suspect that you're having hardware problems due to an IRQ conflict, you
can also see your hardware’s interrupts by looking at the /proc/interrupts file.

The interrupts file from my desktop machine at work is shown below. Each num-
ber corresponds to an IRQ. The acronyms at the end of the IRQ listing are NMI
(Non-Maskable Interrupt), LOC (Local Interrupt Counter of the internal APIC of
each CPU), and ERR. ERR is a counter that starts out at 0 at boot time and is incre-
mented each time there is an error in the 10-APIC bus. The I0-APIC bus connects
the CPUs in an SMP system. When an error happens, the information is immedi-
ately retransmitted, so you shouldn’t worry too much about a moderate number of
errors in this field.

[vnavrat@buffy vnavratl$ less /proc/interrupts

CPUO
0: 9720704 XT-PIC timer
1: 30515 XT-PIC keyboard
2: 0 XT-PIC cascade
5: 9869566 XT-PIC Crystal audio controller
8: 1 XT-PIC rtc
11: 1233943 XT-PIC wusb-uhci, ethO
12: 682220 XT-PIC PS/2 Mouse
14: 77739 XT-PIC 1ide0
15: 2694731 XT-PIC idel
NMT : 0
LOC: 9720557
ERR: 0

MIS: 0
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In the main /proc directory, quite a few files contain detailed information on
your system hardware. The kind of details listed are things such as what hardware
it is, the model, and the manufacturer.

Below is the contents of the cpuinfo file in proc. This tells you what kind of
processor you have, and most importantly, how fast it is.

[vnavrat@buffy vnavratl$ less /proc/cpuinfo

processor : 0

vendor_id : Genuinelntel

cpu family : 6

model : 7

model name : Pentium IIT (Katmai)
stepping : 3

cpu MHz 1 498.479

cache size : 512 KB

fdiv_bug : no

h1t_bug : no

f00f_bug : no

coma_bug : no

fpu 1 yes

fpu_exception :oyes

cpuid Tevel : 2

wp 1 yes

flags : fpu vme de pse tsc msr pae mce cx8 apic sep mtrr

pge mca cmov
pat pse36 mmx fxsr sse
bogomips 1 992.87

Some important /proc files are

/proc/cpuinfo — contains info about the CPU

/proc/interrupts — tells you what interrupts are in use

/proc/scsi — tells you what kind of SCSI adapter is installed
/proc/parport — contains info about the parallel ports on your system
/proc/tty — contains info about ttys that are available and in use
/proc/apm — contains advanced power management information
/proc/bus — a directory that contains bus-specific information
/proc/devices — lists available character and block devices
/proc/dma — lists used DMS channels

/proc/filesystems — lists supported file systems
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/proc/fs — contains file system parameters

/proc/ide — directory that contains information about the IDE subsystem
/proc/ioports — contains information about system I/0 port usage
/proc/modules — contains a list of currently loaded modules

/proc/net — contains networking information

/proc/uptime — contains the system uptime

/proc/version — contains the system version

/DEV/PTS

/dev/pts is a lightweight version of devfs. Instead of having all the device files

supported in the virtual file system, it provides support for only virtual pseudo ter-
minal device files. /dev/pts was implemented before devfs.

DEVFS
The Device File System (devfs) is another way to access “real” character and block
special devices on your root file system. The old way used major and minor num-
bers to register devices. devfs enables device drivers to register devices by name
instead.

Linux Disk Management

This section explains some basics about disk partitioning and disk management
under Linux. To see how your Linux disks are currently partitioned and what file
systems are on them, look at the /etc/fstab file.

Below you can see what a simple /etc/fstab file looks like:

[vnavrat@uffy vnavrat]$ more /etc/fstab

LABEL=/ / ext3 defaults 11
LABEL=/boot /boot ext3 defaults 12
/dev/sdal /dos auto noauto,owner 00
LABEL=/home /home ext3 defaults 12
/dev/fd0 /mnt/floppy auto noauto,owner 00
LABEL=/tmp /tmp ext3 defaults 12
LABEL=/usr /usr ext3 defaults 12
LABEL=/var /var ext3 defaults 12
none /proc proc defaults 00
none /dev/shm tmpfs defaults 00
none /dev/pts devpts gid=5,mode=620 0 0
/dev/sdab swap swap defaults 00
/dev/cdrom /mnt/cdrom 1509660 noauto,owner,kudzu,ro 0

0



Chapter 4: Red Hat Linux File System

TIP To see how your Linux disks are currently partitioned and what file systems
$@% are on them, look at the /etc/fstab file.
\

J

Partitioning an x86 machine

When partitioning an x86 PC, you need to be mindful of the limitations present in
the x86 architecture. You are allowed to create 4 primary partitions. Primary parti-
tions are the only partitions that are bootable. You can create more partitions if you
make logical partitions.

Logical partitions are set into a primary partition. So if you choose to make log-
ical partitions, you are allowed to make only three primary partitions for operating
system use, and the fourth partition is dedicated to hosting the logical partitions.

Mounting other OS partitions/slices

Not only can Linux read other operating systems’ file systems, it can also mount
disk drives from other systems and work with their partition tables. However, it is
necessary to compile two options into the kernel to do this. You must have the file
system support and the file partitioning support turned on in the kernel. Usually file
system support is compiled as a module by default, but disk partition support usu-
ally has to be explicitly compiled.

Some common partitioning schemes that Linux supports are: x86 partitions,
BSD disklabel, Solaris x86, Unixware, Alpha, OSF, SGI, and Sun.

Mounting other operating systems’ partitions is helpful if you need to put a Sun
hard disk into a Linux machine, for example. You may need to do this if the original
Sun system has gone bad, and you need to recover the information that was on its
disk, or if it’s the target of a forensic computer crime investigation, and you need to
copy the disk contents to another machine to preserve evidence. This method takes
advantage of the fact that copying a large amount of data is much faster across a
SCSI connection than across a network.

If you need to copy a large amount of raw disk data across a network, you can
use the Network Block Daemon, which enables other machines to mount a disk on
your machine as if it were on their machine.

TIP When running the Network Block Daemon, make sure that you have the
‘&{ appropriate partition support compiled into the kernel.
\
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Metadevices

Metadevices are virtual block devices that are made up of other block devices. An
example of a metadevice is a disk array that makes many disks look like one large
disk. When a disk that’s mounted as a regular block device dies, then the data on it
becomes unavailable. If a disk dies in a metadevice, the metadevice is still up. As
long as the criteria are met for the minimum number of working devices in the
metadevice, the metadevice still functions.

LOGICAL VOLUMES

Logical Volume Manager (LVM) enables you to be much more flexible with your
disk usage than you can be with conventional old-style file partitions. Normally if
you create a partition, you have to keep the partition at that size indefinitely.

For example, if your system logs have grown immensely, and you've run out of
room on your /var partition, increasing a partition size without LVM is a big pain.
You would have to get another disk drive, create a /var mount point on there too,
and copy all your data from the old /var to the new /var disk location. With LVM
in place, you could add another disk, and then assign that disk to be part of the
/var partition. Then you’d use the LVM file system resizing tool to increase the file
system size to match the new partition size.

Normally you might think of disk drives as independent entities, each containing
some data space. When you use LVMs, you need a new way of thinking about disk
space. First you have to understand that space on any disk can be used by any file
system. A Volume Group is the term used to describe various disk spaces (either
whole disks or parts of disks) that have been grouped together into one volume.

Volume groups are then bunched together to form Logical volumes. Logical
volumes are akin to the historic idea of partitions. You can then use a file system
creation tool such as fdisk to create a file system on the logical volume. The Linux
kernel sees a logical volume in the same way it sees a regular partition.

Some Linux tools for modifying logical volumes are pvcreate for creating
physical volumes, vgcreate for creating volume groups, vgdisplay for showing
volume groups, and mke2fs for creating a file system on your logical volume.

RAID 1 IN SOFTWARE

RAID stands for Redundant Array of Independent Disks. RAID 1, known as disk
mirroring, is a redundant RAID disk mode. A mirror of the first disk is kept on the
other disks. If all disks crash but one, all data can still be recovered. To work prop-
erly, RAID1 needs two or more disks, and zero or more spare disks.

RAID 5 IN SOFTWARE
RAID 5 combines the ability to use a large number of disks while still maintaining
some redundancy. It uses three or more disks, and spare disks are optional. The final
RAID 5 array contains the combined file size of all disks except one. The equivalent
of one disk’s worth of space is taken up by the parity information, which is written
evenly across all the disks.
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A RAID 5 array can survive one disk loss, but if more than one disk fails, all data
is lost.

RAID IN HARDWARE

The principles of the software RAID levels also apply to hardware RAID setups. The
main difference is that in hardware RAID the disks have their own RAID controller
with built-in software that handles the RAID disk setup, and I/0. To Linux, the hard
RAID interface is transparent, so the hardware RAID disk array looks like one giant
disk.

STORAGE AREA NETWORKS

A Storage Area Network (SAN) is a high availability, high performance disk storage
structure that enables several systems to store their partitions on the same large
disk array. A server handles this large disk array and also such things as disk
failover and regular information backup. This system provides reliable storage and
fast access, since the servers are connected to the disk array through a SCSI link or
through a fiber channel.

Summary

Linux supports many file systems. It supports those from other operating systems,
remote file systems, memory file systems, CD-ROM file systems, virtual file systems,
and metadevice file systems.

This makes Linux very good at managing and accessing any file or file sys-
tems that you may ever come across in a multiplatform environment.






Chapter 5

Red Hat System
Configuration Files

IN THIS CHAPTER

¢ Becoming familiar with the system configuration files
¢ Becoming familiar with the network configuration files

¢ Managing the init scripts

THIS CHAPTER describes the file system and configuration files in a typical Red Hat
Linux server.

The system configuration files in the /etc directory are the first places a system
administrator goes after installing a system to set it up. The /etc directory is prob-
ably the most often visited directory by a system administrator after their own
home directory and /var/1og.

All of the systemwide important configuration files are found either in /etc or in
one of its many subdirectories. An advantage to keeping all system configuration
files under /etc is that it’s easier to restore configurations for individual programs,
as opposed to having all the system’s configurations rolled up into a monstrous
registry hive like some operating systems.

Be vigilant that your files in /et c are only modifiable by appropriate users.
Generally this means being modifiable only by root.

Because these files are so important and their contents so sensitive (everything
from users’ hashed passwords to the host’s ssh key are stored in /etc), it is impor-
tant to keep the file permissions set properly on everything in /etc. Almost all files
should be owned by root, and nothing should be world writable. Most files should
have their file permissions set to user readable and writable, and group and world
readable, like this:

“rw-r--r-- 1 root root 172 Aug 6 02:03 hosts

93
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Some notable exceptions are files such as /etc/shadow, where users’ hashed
passwords are stored, and /etc/wvdial.conf, which stores dial-up account names
and passwords. These files’ permissions should be set to owned by root, and read by
root only, like this:

SrW----- - 1 root root 1227 Sep 2 13:52 /etc/shadow

The /etc/sysconfig directory contains configuration scripts written and con-
figured by Red Hat and Red Hat administration tools. /etc/sysconfig contains
both system and networking configuration files. Putting these files in /etc/
sysconfig distinguishes them from other /etc configuration files not designed by
Red Hat. You should keep these files in a separate directory so that the risk of other
developers writing configuration files with the same names and putting them in the
same place as existing config files, is reduced.

Examining the System
Configuration Files

The Red Hat system configuration files can fall within a few different functions.
Some specify system duties, such as logging and automatically running programs
with cron. Some set default configurations for important programs such as send-
mail and Bash. And many other system configuration files are responsible for
arranging the appearance of the system, such as setting the colors that show up
when a directory listing is shown, and what banners pop up when someone logs in.
This section discusses the more important system configuration files on your Red
Hat Linux system.

Systemwide shell configuration scripts

These files determine the default environment settings of system shells and what
functions are started every time a user launches a new shell.

The files discussed next are located in /etc. These configuration files affect all
shells used on the system. An individual user can also set up a default configura-
tion file in their home directory that affects only their shells. This ability is useful
in case the user wants to add some extra directories to their path, or some aliases
that only they use.

When used in the home directory, the names are the same, except they have a.
in front of them. So /etc/bashrc affects bash shells systemwide, but /home/kel1y/
.bashrc effects only the shells started by user kelly.

SHELL CONFIG SCRIPTS: BASHRC, CSH.CSHRC, ZSHRC

Bashrc is read by bash, csh.cshrc is read by tcsh, and zshrc is read by zsh.
These files are read every time a shell is launched, not just upon login, and they
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determine the settings and behaviors of the shells on the system. These are places to
put functions and aliases.

PROFILE This file is read by all shells except tcsh and csh upon login. Bash falls
back to reading it if there is no bash_profile. Zsh looks for zprofile, but if there

is none, it reads profile as well. Listing 5-1 shows a typical /etc/profile.

Listing 5-1: A typical [etc/profile
f# /etc/profile

# System wide environment and startup programs
## Functions and aliases go in /etc/bashrc

if ! echo $PATH | /bin/grep -q "/usr/X11R6/bin" ; then
PATH="$PATH: /usr/X11R6/bin"

fi

PATH=$PATH:/sbin:/usr/sbin:/usr/Tocal/sbin

ulimit -S -c 1000000 > /dev/null 2>&1

if [ “id -gn® = “id -un® -a “id -u’ -gt 14 1; then
umask 002

else
umask 022

fi

USER="1d -un"

LOGNAME=$USER
MAIL="/var/spool/mail/$USER"

HOSTNAME="/bin/hostname"
HISTSIZE=1000

if [ -z "$INPUTRC" -a ! -f "$HOME/.inputrc" J; then
INPUTRC=/etc/inputrc
fi

export PATH USER LOGNAME MAIL HOSTNAME HISTSIZE INPUTRC

for i in /etc/profile.d/*.sh ; do
if [ -x $i 1; then
$i
fi
done

unset 1
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profile is a good place to set paths because it is where you set environmental
variables that are passed on to child processes in the shell. If you want to change
the default path of your shells in profile, modify the following line:

PATH=$PATH:/sbin:/usr/sbin:/usr/local/shin

Do not add too many paths to this line, because users can set their own paths
using a .profile in their home directories. More default paths than are necessary
can pose a security risk. For example, a user named katie may want to run her own
version of pine that she keeps in her home directory.

In that case, she may want to have /home/$USER or /home/katie at the begin-
ning of her path so that when she types pine, the version in her home directory is
found by the shell first, before finding the copy of pine in /usr/bin/pine.
Generally, putting /home/$USER or any other directory whose contents are not con-
trolled by root in /etc/profile is not a good idea.

The reason for this warning is because a rogue user or cracker could compile a
backdoor, a way to enter the system unexpectedly, or corrupted version of a pro-
gram and somehow get it in a user’s home directory, perhaps even by mailing it to
them. If users’ paths are set to check their home directories first, then they may
think they are running a system program, but instead are unknowingly running an
alternate version.

On the other hand, if this path modification is set only in katie’s .profile, then
only she runs this risk. She should also be aware of this risk since she has to do the
extra step of adding this path modification herself.

Another useful variable to change in the system profile is the number of user
commands saved in the .history file in their home directory. This command his-
tory is especially useful, since you can scroll up through your previous commands
by using the up and down arrows. To change the number of commands saved in the
.history file, modify this line:

HISTSIZE=1000

BASH, TCSH, ZSH AND THEIR CONFIG FILE READ ORDERS

The shells read a couple different configuration files when starting up. It is good to
know which files are read in what order, so that you know where to set variables
that will only apply to certain users.

BASH bash reads the following files on startup: /etc/profile, ~/.bash_profile,
~/.bash_login, and ~/.profile. Upon logout, bash reads ~/.bash_logout.

TCSH tcsh reads the following files when starting up: /etc/csh.cshrc, and then
/etc/csh.login. After these come the config files in the user’s home directory:
~/.tcshrc (or if not present, then ~/.cshrc), ~/.history, ~/.7ogin, ~/.cshdirs.
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ZSH zsh reads the following when starting up: /etc/zshenv, ~/.zshenv,
/etc/zprofile, ~/.zprofile, /etc/zshrc, ~/.zshrc, and /etc/zlogin.
Nonlogin shells also read ~/.bashrc. Upon logout, zsh reads the ~/.z1ogout and
/etc zlogout files.

System environmental settings

The files discussed in this section deal with system environmental settings.

MOTD

This file contains the message that users see every time they log in. It’s a good place
to communicate messages about system downtime and other things that users
should be aware of. On the other hand, you can put amusing quotes here to enter-
tain your users. Usually the motd contains a message like:

Welcome to Generic University's Unix mail system.
This system is monitored. Unauthorized use prohibited.
System downtime scheduled this Sunday night from 10pm to lam.

-"p'( The motd file is a plain text file, but variables can be placed into the script to
$@% customize what users see when they log in. You can customize the output
\
NS

based on the user group, user type, or user ID number.

DIR_COLORS

Red Hat Linux enables you to view file listings in color, as long as you are using a
terminal program that supports colors. This file specifies which colors should be
used to display what kinds of files. By default, executable files are green, directories
are dark blue, symlinks are light blue, and regular files are white.

ISSUE
Whatever is in this file shows up as a prelogin banner on your console. By default,
this file tells what version of Red Hat is running on the system, and the kernel
version.

The default file looks like this:

Red Hat Linux release 7.2 (Enigma)
Kernel \r on an \m

So when you log in you see this message:

Red Hat Linux release 7.2 (Enigma)
Kernel 2.4.10 on an 1686
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ISSUE.NET

This file generally contains the same thing as /etc/issue. It shows up when you
attempt to telnet into the system. Because it shows up to people who are connect-
ing to your system over the Internet, you should change this message to include a
warning such as “Access is being monitored. Unauthorized access is prohibited.”
Displaying this warning is a good practice because if you want to prosecute intrud-
ers, it helps your case to show that you warned them that unauthorized access was
prohibited.

ALIASES

The file /etc/mail/aliases is the e-mail aliases file for the sendmail program. By
default it contains many system account aliases. The aliases file sends mail for all
the basic system accounts such as bin, daemon, and operator, to root’s mailbox. In
sendmail versions 8.11.4 and later, this file is in /etc/mail/aliases.

Other common e-mail aliases that people make, for example, send all of root’s
mail to the user who commonly acts as root. So if Taleen acts as root most of the
time, she can alias root’s mailbox to her mailbox. This way she doesn’t need to log
in as root to read important system mail.

To do this she’d put the following line in the aliases file:

root: taleen

Or if she wants to send all root mail to her account on a remote machine, the line
would read:

root: taleen@buffy.xena.edu

Whenever you make changes to this file, you need to run the newaliases com-
mand to have the changes take affect in sendmail.

DUMPDATES
If you do backups with dump, this file is important to you. dumpdates stores infor-
mation about the last system backup that was done. This data helps determine what
kind of backup should be done next time dump runs. It stores the name of the last
file system that was backed up, the backup increment level, and the time and date
it was last run.

FSTAB

fstab contains important information about your file systems, such as what file sys-
tem type the partitions are, where they are located on the hard drive, and what
mount point is used to access them.

This information is read by vital programs, such as mount, umount, and fsck.
mount runs at start time and mounts all the file systems mentioned in the fstab
file, except for those with noauto in their line. If a partition you want to access is
not listed in this file, you have to mount it manually. This can get tedious, so it’s
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better to list all of your file systems in the fstab. However, you should not put nfs
file systems into the fstab file.

When fsck is run at bootup it also checks all the file systems listed in fstab for
consistency. It then fixes those file systems that are corrupted, usually because they
were not umounted properly when the system crashed or suddenly lost power. File
systems with an fs_passno value of O (the number in the last column) are not
checked at boot time. As you can see in Listing 5-2, almost all file systems are
checked at startup except for the floppy drive, which is not checked by fsck at
bootup.

The fstab line has six fields, and each field represents a different configuration
value. The first field describes the remote file system. The second field is the mount
point used to access the file system. The third field describes the file system type.
The fourth field is the place for any mount options you may need. The fifth field is
0 or 1 to determine if dump backs up this file system. The final field sets the order
in which fsck checks these file systems.

Listing 5-2: A typical fstab file

## LABEL=/ / ext3 defaults 11

## LABEL=/boot /boot ext? defaults 12
/dev/hdab / ext3 defaults 11
/dev/hda?2 /boot ext? defaults 12
/dev/fd0 /mnt/floppy auto noauto,owner 00

none /proc proc defaults 00

none /dev/shm tmpfs defaults 00

none /dev/pts devpts gid=5,mode=620 0 0
/dev/hda3 swap swap defaults 00
/dev/hdal /mnt/dos vfat noauto 00
/dev/cdrom /mnt/cdrom 1509660 noauto,owner,kudzu,ro 0 0
/dev/cdroml /mnt/cdroml 1509660 noauto,owner,kudzu,ro 0 0
/SWAP swap swap defaults 00
LILO.CONF

LILO is the boot time LInux LOader. At boot time it gives you the option of booting
into different operating systems and even into different kernel versions of the
Linux operating system.

The information on where operating systems should be loaded from, and which
one is started by default is stored in lilo.conf. Whenever this file is changed, lilo
must be run again in order for changes to take effect. If there is anything wrong
with the syntax of 1i1o.conf, lilo alerts you to that problem when you run it
again.

As you can see in Listing 5-3, the 1i10.conf file is pretty simple. The first sec-
tion contains general information, such as which drive is the boot drive (boot=/
dev/hda), and how many tenths of a second the LILO prompt should be displayed
on the screen (timeout=50, which is 5 seconds). In this 1i10.conf, the operating
system booted by default is linux (default=linux).
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After the initial general preferences section you will see the boot images section.
lilo.conf enables up to 16 boot images to be defined. The first image defined here is
the default linux image that boots with the vmlinuz-2.4.9-ac10 kernel. Its root file
system is located on the first IDE disk on the fifth partition, at /dev/hda5.

The second image defined is the Windows boot partition. If you type DOS
(label=DOS) at the LILO prompt, you boot into this Windows installation. As you
can see, Windows is installed on the first partition of the first IDE disk (/dev/hdal).

Listing 5-3: The lilo.conf file

boot=/dev/hda
map=/boot/map
install=/boot/boot.b
prompt

timeout=50
message=/boot/message
linear

default=Tlinux

image=/boot/vmlinuz-2.4.9-acl0
lTabel=Tinux
read-only
root=/dev/hdab
append="hdd=ide-scsi"

other=/dev/hdal
optional
lTabel=D0S

GRUB.CONF

grub stands for the modest acronym GRand Unified Bootloader. It is a new boot-
time operating system loader that Red Hat 7.2 encourages you to use as the default
boot loader instead of lilo.

A big difference between lilo and grub is that lilo usually offers a simple text
interface, while grub offers a much more elaborate graphical interface. When you
make a change to lilo.conf, you must rerun lilo, but when you change
grub.conf, you do not have to rerun grub. At boot time they both operate in the
same fashion, giving you a basic choice between which installed kernels you want
to run.

Here is a typical grub.conf file:

# grub.conf generated by anaconda

#

# Note that you do not have to rerun grub after making changes to
this file

# NOTICE: You have a /boot partition. This means that
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i all kernel and initrd paths are relative to /boot/, eg.
i root (hd0,1)

i kernel /vmlinuz-version ro root=/dev/sda8

i initrd /initrd-version.img

ffboot=/dev/sda

default=0

timeout=10

splashimage=(hd0,1)/grub/splash.xpm.gz
title Red Hat Linux (2.4.16)
root (hd0,1)
kernel /vmlinuz-2.4.16 ro root=/dev/hda5 hdd=ide-scsi
title Red Hat Linux (2.4.9-13)
root (hd0,1)
kernel /vmlinuz-2.4.9-13 ro root=/dev/hda5 hdd=ide-scsi
initrd /initrd-2.4.9-13.img
title DOS
rootnoverify (hd0,0)
chainloader +1

As you can see, the default=0 line indicates that the first kernel section (2.4.16)
should be booted by default. grub starts its counting at 0 instead of 1. The title line
contains the label that will be shown in the boot menu for that kernel. The root line
specifies that Linux will be booted off the first hard drive. The kernel line indicates
the kernel’s location on the file system.

In the DOS title section, notice that grub is calling a chain loader to be used for
loading DOS. This is because grub doesn’t support loading DOS. grub uses a chain
loader to load any operating system that it doesn’t support.

CRON FILES
cron is a daemon that executes commands according to a preset schedule that a
user defines. It wakes up every minute and checks all cron files to see what jobs
need to be run at that time. cron files can be set up by users or by the administra-
tor to take care of system tasks. Basically a user edits their crontab file by telling
cron what program they’d like run automatically and how often they’d like it to
be run.

User crontab files are stored in /var/spool/cron/. They are named after the
user they belong to. System cron files are stored in the following subdirectories of
/etc directory:

cron.d
cron.daily
cron.hourly
cron.monthly

cron.weekly
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crontab in the /etc directory is sort of the master control file that is set up to run
all the scripts in the cron.daily directory on a daily basis, all the scripts in the
cron.hourly directory on an hourly bases, and so on with cron.monthly and
cron.weekly.

cron.d is where system maintenance files that need to be run on a different
schedule than the other /etc cron files are kept. By default, a file in cron.d called
sysstat runs a system activity accounting tool every 10 minutes, 24 x 7.

Chapter 20 explains the cron command in more detail.

SYSLOG.CONF
The syslog daemon logs any notable events on your local system. It can store these
logs in a local file or send them to a remote log host for added security. It can also
accept logs from other machines when acting as a remote log host. All these
options and more, such as how detailed the logging should be, are set in the
syslog.conf file.

Listing 5-4 is an excerpt that demonstrates the syntax and logic of the
syslog.conf file. The first entry specifies that all messages that are severity level
info or higher should be logged in the /var/log/messages file.

Also indicated by the first entry is that any mail, news, private authentication,
and cron messages should be logged elsewhere. Having separate log files makes it
easier to search through logs if they are separated by type or program. The lines
following this one specify the other places where those messages should be logged.

Authentication privilege messages are somewhat sensitive information, so they
are logged to /var/log/secure. That file can be read by root only, whereas
/var/log/messages is sometimes set to be readable by everyone, or at least has
less stringent access control. By default, /var/log/messages is set to be read by
root only as well.

All mail messages are logged to /var/log/maillog, and cron messages are
saved at /var/log/cron. uucp and critical-level news daemon log messages are
saved to /var/log/spooler. All of these log files are set by default to be readable
by root only. Emergency messages are sent to all the log files listed in the
syslog.conf file, including to the console.

Listing 5-4: An excerpt from the [etc/syslog.conf file

# Log anything (except mail) of level info or higher.
# Don't log private authentication messages!
*.info;mail.none;news.none;authpriv.none;cron.none
/var/log/messages

## The authpriv file has restricted access.
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authpriv.* /var/log/secure

# Log all the mail messages in one place.
mail.* /var/log/maillog

# Log cron stuff
cron.* /var/log/cron

# Everybody gets emergency messages
*.emerg *

# Save news errors of lTevel crit and higher in a special file.
uucp,news.crit /var/log/spooler

LD.SO.CONF

This configuration file is used by ldconfig. ldconfig configures dynamic linker run-
time bindings. It contains a listing of directories that hold shared libraries. Shared
library files typically end with . so, whereas static library files typically end with . a,
indicating they are an archive of objects.

You may need to edit this file if you've installed a program that has installed a
shared library to a different library directory that is not listed in the 1d.so.conf
file. In this case you get an error at runtime that the library does not exist.

An additional troubleshooting step to take in that case is to run Idd on the exe-
cutable in question, which prints shared library dependencies. The output would
look something like this:

[root@buffy 1ibl# 1dd /bin/bash

/bin/sh: error while loading shared Tibraries: libtermcap.so.2:
cannot open shared

object file: No such file or directory

To fix this problem, confirm that you do have the correct library installed, and
add its directory to the ld.so.conf file, so that it will be found. You can see a default
listing of library directories in Listing 5-5.

Listing 5-5: A typical Id.so.conf file

/usr/1ib

/usr/kerberos/1ib
/usr/X11R6/11b
/usr/1ib/mysql
/usr/local/1ib
/usr/local/1ib/oms/plugins

Continued
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Listing 5-5 (Continued)

/usr/i486-1inux-1ibc5/11ib
/usr/lib/sane
/usr/1ib/qt-1.45/11b

/usr/1ib/qt-3.0.0/1ib
/usr/1ib/qt-2.3.1/11ib

/usr/1ib/wine

LOGROTATE.CONF

lTogrotate.conf and the files within Togrotate.d determine how often your log
files are rotated by the logrotate program. logrotate can automatically rotate, com-
press, remove, and mail your log files. Log files can be rotated based on size or on
time, such as daily, weekly, or monthly.

As you can see from the default logrotate.conf file shown in Listing 5-6,
most of the options set for how and when to rotate the system logs are pretty
self-explanatory.

For every program that has a separate log rotation configuration file in
lTogrotate.d, and uses syslogd for logging, there also has to be a corresponding
entry for that program in syslog.conf. This is because syslog needs to save log
entries for these programs in separate files so that their log files can be rotated
independently from one another.

Listing 5-6: The logrotate.conf file

# see "man logrotate" for details
# rotate Tog files weekly
weekly

## keep 4 weeks worth of backlogs
rotate 4

## create new (empty) log files after rotating old ones
create

# uncomment this if you want your log files compressed
ffcompress

# RPM packages drop Tog rotation information into this directory
include /etc/logrotate.d

# no packages own lastlog or wtmp -- we'll rotate them here
/var/Tog/wtmp {
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monthly
create 0664 root utmp
rotate 1

}

System configuration files in the
[etc/sysconfig directory

The system configuration files in the /etc/sysconfig directory are quite varied.
These files set the parameters used by many of the system hardware devices, as well
as the operation of some system services. The files discussed in this section are only
a few of the many files in this directory.

APMD
apmd contains configuration information for the advanced power management dae-
mon to follow. This is most useful for laptops rather than servers, since it contains
lots of settings to suspend your linux machine, and restore it again.

Some settings in this file include when you should be warned that battery power
is getting low, and if Linux should synch with the hardware clock when the
machine comes back from suspend mode.

CLOCK
This file contains information on which time zone the machine is set to, and
whether or not it is using Greenwich Mean Time for its system clock time.

AMD
amd is the file system automounter daemon. It automatically mounts an unmounted
file system whenever a file or directory within that file system is accessed. File sys-
tems are automatically unmounted again after a period of disuse.

This file is where you would add amd options to be run every time by amd.
Options include specifying where amd activity should be logged, and specifying
how long amd should wait before umounting an idle file system.

UPS

This file contains information on what UPS is attached to your system. You can
specify your UPS model, to make it easier for the Linux system to communicate
with your UPS when the UPS needs to shut down the system.

Examining the Network
Configuration Files

This section discusses the following topics:
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* 6 o o

Files to change when setting up a system or moving the system
Starting up network services from xinetd
Starting up network services from the rc scripts

Other important network configuration files in the /etc/sysconfig
directory

Files to change when setting up a system
or moving the system

Whenever you set up a system to work on a new network, either because you've
just installed Red Hat or you're moving the machine from one location to another,
a set of files need to be modified to get it working on the new network.

You need to:

*

Set up the IP addresses of your network interfaces. Make changes to:
/etc/sysconfig/network-scripts/ifcfg-ethO
/etc/sysconfig/network-scripts/ifcfg-ethl

Set up the hostname of your machine. Make changes to:
/etc/sysconfig/network

/etc/hosts

Set up a default gateway. Make changes to:

/etc/default-route

Set up the DNS servers to reference. Make changes to:
/etc/resolv.conf

Make a local file of hostname to IP address mappings. Make changes to:
/etc/hosts

Set up the device order from which hostnames are looked up. Make
changes to:

/etc/nsswitch.conf

Chapter 12 explains the Domain Name System (DNS) and how to set it up
on your network.
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TIP Red Hat Linux provides a handy graphical tool for configuring your network
$@% settings called the Red Hat Network Administration tool, or neat. Start up
\

J

neat while in X-Windows, and enjoy an interface very similar to the Windows

control panel for networks.

SETTING UP THE 1P ADDRESS
The first thing you should do is set an IP address on your network interfaces. This
step provides your computer with an identity on the network. If you haven’t set the
IP address already in the installation process, you need to edit the configuration
files by hand.
To set the IP address on your first Ethernet interface ethO, edit the /etc/syscon-
fig/network-scripts/ifcfg-eth0 file. A copy of this file is shown in Listing 5-7.
Insert your interface’s IP address on the line that says:

IPADDR="192.168.1.10"

You should also check that the rest of the lines look alright, but pay special
attention to the following two lines:

BROADCAST=192.168.1.255
NETMASK="255.255.255.0"

Listing 5-7: The [etc/sysconfig/network-scripts/ifefg-ethO file

DEVICE="ethO"
BOOTPROTO="none"
BROADCAST=192.168.1.255
IPADDR="192.168.1.10"
NETMASK="255.255.255.0"
NETWORK=192.168.1.0
ONBOOT="yes"

USERCTL=no
IPXNETNUM_802_2=""
IPXPRIMARY_802_2="no"
IPXACTIVE_802_2="no"
IPXNETNUM_802_3=""
IPXPRIMARY_802_3="no"
IPXACTIVE_802_3="no"
IPXNETNUM_ETHERII=""
IPXPRIMARY_ETHERII="no"
IPXACTIVE_ETHERII="no"

Continued
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Listing 5-7 (Continued)

IPXNETNUM_SNAP=""
IPXPRIMARY_SNAP="no"
IPXACTIVE_SNAP="no"

SETTING UP THE HOSTNAME
Once you've picked your hostname, you need to put it into two different places:
/etc/sysconfig/network and /etc/hosts.

In [etc/sysconfig/network, shown next, change the line that says:

HOSTNAME="buffy"
This is the /etc/sysconfig/network file:

NETWORKING=yes
HOSTNAME="buffy"
GATEWAY="192.168.1.1"
GATEWAYDEV="eth0"
FORWARD_IPV4="yes"

You also need to modify the /etc/hosts file. Change the first line in the file,
which would look something like this:

127.0.0.1 buffy localhost.localdomain Tocalhost locala localb Tocalc

SETTING UP A DEFAULT GATEWAY
Now that you've given your machine an identity on the network, you need to tell it
where to send all its traffic. Ideally this would be a switch or a router that takes all
your traffic in the direction of the Internet and the rest of your network, otherwise
known as your default gateway.

This setting rarely changes, unless you've moved your machine to a different
part of the network. It is very important that it is correct. Change the /etc/
default-route file to contain just the IP address of the gateway, like this:

192.168.1.1

SETTING UP THE DNS SERVERS

Now you should be able to communicate with the other hosts on the network.
However you won't be able to talk to them unless you know their IP addresses,
because you haven’t set up what DNS servers you should reference to map host-
names to IP addresses.

The program that resolves hostnames to IP addresses reads a file called
resolv.conf, so you need to put your DNS server IP addresses there. Generally you
need one nameserver, but you can include up to three, if you'd like. Specifying more
than one name server is important. If the first one on the list is not responding,
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your computer tries to resolve against the next one on the list, until it finds one
that is responding.
Edit /etc/resolv.conf to contain a list of nameservers, like so:

nameserver 1.2.3.4

nameserver 1.2.3.5

nameserver 1.2.3.6

MAKING A LOCAL FILE OF HOSTNAME TO TP ADDRESS MAPPINGS
Linux gives you the ability to store a list of hostnames and their corresponding IP
addresses in /etc/hosts, so that you don’t have to look them up in DNS every time
you use them. While you shouldn’t do this with every hostname you ever use, one
of the advantages gained by configuring often-used hostnames in this way includes
the ability to alias a fully qualified hostname to a shorter version of itself. So
instead of typing out ssh foo.xena.edu every time you want to ssh to that machine,
you can just type ssh foo, and have it connect to the same host.

Another useful example occurs if you're monitoring several servers’ network
services from a monitoring host. If you're monitoring ssh connectivity to certain
servers, for example, and your DNS server stops responding, then the monitoring
software may report that all your hosts are down. This happens because the moni-
toring software tries to connect to the server via its hostname, and gets no response
because DNS is not providing it with an IP address to connect to. In this case it
looks like your whole network fell over, when the real problem is that your DNS
service is not responding properly.

To keep this kind of scenario from happening, you should put the hostnames and
IP addresses of all your monitored servers in /etc/hosts. This way, your monitor-
ing software looks into /etc/hosts to get the proper IP addresses, instead of relying
on DNS.

The only caveat to keep in mind when putting hosts in /etc/hosts is that if the
hostname’s [P address changes for whatever reason, the hosts file does not auto-
matically update to reflect that change. If you start getting connection errors when
connecting to a host in the /etc/hosts file, you should do an nslookup on the
host and update your /etc/hosts file accordingly.

Your /etc/hosts file should contain IP address to hostname mappings that
follow this format:

IP_address canonical_hostname aliases
So that the lines look like this:
192.168.1.66 foo.xena.edu foo

192.168.1.76 buffy.xena.edu buffy
152.2.210.81 sunsite.unc.edu sunsite
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SETTING UP THE DEVICE ORDER FROM WHICH HOSTNAMES
ARE LOOKED UP
Now that you've set up your DNS servers and hosts file, you need to tell your Linux
server which method it should use first to look up hostnames.

The place to set up this configuration is in the /etc/nsswitch.conf file. Edit
the following line:

hosts: files nisplus dns

The order of the words files, nisplus, and dns determines which method is
checked first. Files refers to the /etc/hosts file, nisplus refers to any nisplus
servers you may have on your network, and dns refers to any DNS servers you have
set up your machine to reference.

As you can see in Listing 5-8, the /etc/nsswitch.conf file contains some other
useful settings. Other useful settings are the following two lines, which specify
whether the server should authenticate users off the local password file or off the
network’s NIS plus service:

passwd: files nisplus
shadow: files nisplus

Listing 5-8: The [etc/nsswitch.conf file

1

# /etc/nsswitch.conf

1

# An example Name Service Switch config file. This file should be
# sorted with the most-used services at the beginning.

1

# The entry '[NOTFOUND=return]' means that the search for an

# entry should stop if the search in the previous entry turned

# up nothing. Note that if the search failed due to some other reason
# (like no NIS server responding) then the search continues with the

# next entry.

#

# Legal entries are:

#

# nisplus or nis+ Use NIS+ (NIS version 3)

# nis or yp Use NIS (NIS version 2), also called YP
# dns Use DNS (Domain Name Service)

# files Use the local files

# db Use the Tlocal database (.db) files
# compat Use NIS on compat mode

# hesiod Use Hesiod for user lookups

# [NOTFOUND=return] Stop searching if not found so far

1t
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# To use db, put the "db" in front of "files" for entries you want to be
# looked up first in the databases

1

## Example:

fipasswd: db files nisplus nis
fhshadow: db files nisplus nis
ffgroup: db files nisplus nis
passwd: files nisplus

shadow: files nisplus

group: files nisplus

ffhosts: db files nisplus nis dns
hosts: files nisplus dns

## Example - obey only what nisplus tells us...
fiservices:  nisplus [NOTFOUND=return] files
ffnetworks:  nisplus [NOTFOUND=return] files
fiprotocols: nisplus [NOTFOUND=return] files
ffrpc: nisplus [NOTFOUND=return] files
frethers: nisplus [NOTFOUND=return] files
ffnetmasks:  nisplus [NOTFOUND=return] files

bootparams: nisplus [NOTFOUND=return] files

ethers: files
netmasks: files
networks: files
protocols: files nisplus
rpc: files
services: files nisplus
netgroup: files nisplus

publickey: nisplus

automount: files nisplus
aliases: files nisplus

Starting up network services from xinetd

xinetd is Red Hat 7.1’s replacement for inetd. xinetd is started on bootup, and
listens on ports designated in the /etc/xinetd.conf for incoming network con-
nections. When a new connection is made, xinetd starts up the corresponding
network service.
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You should disable any unnecessary services from being started from xinetd as
part of securing your machine. The way to do this is to edit that service’s configu-
ration file. xinetd’s main configuration file is /etc/xinetd.conf. At the end of
the xinetd.conf file is a line that indicates that all the files in the /etc/xinetd.d
are also included in the configuration. This means that you need to go through the
files in that directory as well in order to turn off any services you don’t want.

So, to disable telnet, you would look in /etc/xinetd.d for a file called
‘telnet'. The telnet file is shown in Figure 5-9. Edit the line in the config file
that says disable = no, and change that to disable = yes, as it appears in Listing 5-9.
Once that line is set to disable = yes, the service is disabled and does not start up
the next time you boot up.

Listing 5-9: The telnet config file in the xinetd.d directory
/etc/xinetd.d/telnet

## default: on

# description: The telnet server serves telnet sessions; it uses \
i unencrypted username/password pairs for authentication.
service telnet

{

flags = REUSE

socket_type = stream

wait = no

user = root

server = /usr/sbin/in.telnetd
log_on_failure += USERID

disable = yes

An automated tool, called chkconfig, manages what services are started from
xinetd and the rc scripts. You can read more about chkconfig in the section called
“Managing rc Scripts Using chkconfig.”

Starting up network services from the rc scripts

Network services that are not started out of xinetd are started out of the rc scripts
at boot time. Network services started at the default boot level 3 (multiuser net-
worked mode) are started out of the /etc/rc3.d directory. If you look in that direc-
tory, you should see a file with the name of the service you want to stop or start.
The script to start the service starts with an S, and the kill script starts with a K.

So for example, ssh is started from /etc/rc3.d /S55sshd, and killed upon
shutdown from /etc/rc6.d/K25sshd. Runlevel 6 is the shutdown level, so that’s
why its kill script is located in the rc6.d directory.

Detailed information on managing all of the services started at boot time can be
found in the section “Managing the init Scripts.”
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Other important network configuration files
in the /etc/sysconfig directory

You can use the files listed in this section to create routes to other hosts, either on
your own network, or on outside networks. You also can use these files to set up fire-
wall rules for your network to either allow or disallow connections to your network.

STATIC-ROUTES
If you want to set up some static routes on your machine, you can do so in the
static-routes file. This config file has lines that follow the format of:

network-interface net network netmask netmask gw gateway

IPTABLES
iptables is the next generation Linux firewall. It supercedes the ipchains firewall. It
can use ipchains rules as a component of its firewall filtering, but iptables and
ipchains cannot be run at the same time.

This is the file where the iptables rules are stored. iptables syntax is very similar
to the ipchains syntax, which is briefly explained by the following example.

TPCHAINS

ipchains is a Linux firewall that is now being superceded by iptables. The GUI inter-
face that configures the ipchains firewall rules is firewall-config. The ipchains rules
are stored in the ipchains file.

When you install Red Hat, it asks if you would like to set up a host-based fire-
wall. If you select a medium or heavy security host-based firewall, a default set of
ipchains rules installs according to your preferences.

The following is a simplified configuration file. The gist of this configuration is
that all incoming traffic to privileged ports (those below 1024) is dropped except for
ssh traffic. The first line accepts all traffic from the loopback interface. The second
line accepts all incoming TCP traffic to the ssh port. The third line drops all incom-
ing TCP traffic to ports between 1 and 1024. The last line drops all incoming UDP
traffic to ports between 1 and 1024.

-A INPUT -1 To -Jj ACCEPT

-A INPUT -p tcp --dport 22 -p tcp -j ACCEPT

-A INPUT -p tcp -s ! 192.168.1.0/24 --dport 1:1024 -j DROP
-A INPUT -p udp -s ! 192.168.1.0/24 --dport 1:1024 -j DROP

Network configuration files in
[ete/sysconfig/network-scripts
You can use the files in this directory to set the parameters for the hardware and

software used for networking. The scripts contained here are used to enable net-
work interfaces and set other network related parameters.
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TFCFG-NETWORKINTERFACENAME

A few files fall into this specification. Red Hat specifies a separate configuration file

for each network interface. In a typical Red Hat install you might have many differ-

ent network interface config files that all follow the same basic syntax and format.
You could have ifcfg-ethO for your first Ethernet interface, ifcfg-irlanO for your

infrared network port, ifcfg-lo for the network loop-back interface, and ifcfg-ppp0

for your PPP network interface.

TFUP AND IFDOWN

These files are symlinks to /sbin/ifup and /sbin/ifdown. In future releases, these
symlinks might be phased out. But for now, these scripts call any other necessary
scripts from within the network-scripts directory. These should be the only scripts
you call from this directory.

You call these scripts with the name of the interface that you want to bring up or
down. If these scripts are called at boot time, then “boot” is used as the second
argument. For instance, to bring your Ethernet interface down and then up again
after boot, you would type:

ifup eth0
ifdown ethO

Managing the init Scripts
This section discusses the following topics:

€ Managing rc scripts by hand
€ Managing rc scripts using chkconfig
Init scripts determine what programs start up at boot time. Red Hat and other
Unix distributions have different runlevels, so there are a different set of programs
that are started at each runlevel.
Usually Red Hat Linux starts up in multiuser mode with networking turned on.
These are some of the other runlevels available:
0 — Halt
1 — Single-user mode

2 — Multiuser mode, without networking

4 — Not used

*

*

*

¢ 3 — Full multiuser mode
*

@ 5 — Full multiuser mode (with an X-based login screen)
*

6 — Reboot
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The system boots into the default runlevel set in /etc/inittab (see List-
ing 5-10).

73
é’a

/‘ In Red Hat Linux, the default boot level is 3.When booting into an

-

X-windows login, the default boot level is 5.

Listing 5-10: A default /etc/inittab file

1

# inittab This file describes how the INIT process should set up
i the system in a certain run-level.

1

# Author: Miquel van Smoorenburg, <miquels@drinkel.nl.mugnet.org>
it Modified for RHS Linux by Marc Ewing and Donnie Barnes
1

# Default runlevel. The runlevels used by RHS are:
# 0 - halt (Do NOT set initdefault to this)
# 1 - Single user mode

# 2 - Multiuser, without NFS (The same as 3, if you do not have networking)
# 3 - Full multiuser mode

# 4 - unused

# 5 - XI11

# 6 - reboot (Do NOT set initdefault to this)

1

id:5:initdefault:

# System initialization.
si::sysinit:/etc/rc.d/rc.sysinit

10:0:wait:/etc/rc.d/rc 0
11:1:wait:/etc/rc.d/rc 1
12:2:wait:/etc/rc.d/rc 2
13:3:wait:/etc/rc.d/rc 3
14:4:wait:/etc/rc.d/rc 4
15:5:wait:/etc/rc.d/rc b5
16:6:wait:/etc/rc.d/rc 6

# Things to run in every runlevel.
ud::once:/sbin/update

Continued
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Listing 5-10 (Continued)

## Trap CTRL-ALT-DELETE
ca::ctrlaltdel:/sbin/shutdown -t3 -r now

# When our UPS tells us power has failed, assume we have a few minutes

# of power left. Schedule a shutdown for 2 minutes from now.

# This does, of course, assume you have powerd installed and your

# UPS connected and working correctly.

pf::powerfail:/sbin/shutdown -f -h +2 "Power Failure; System Shutting Down"

# If power was restored before the shutdown kicked in, cancel it.
pr:12345:powerokwait:/sbin/shutdown -c "Power Restored; Shutdown Cancelled"

# Run gettys in standard runlevels
:2345:respawn:/shin/mingetty ttyl
:2345:respawn:/sbin/mingetty tty2
:2345:respawn:/shin/mingetty tty3
:2345:respawn:/shin/mingetty tty4
:2345:respawn:/sbin/mingetty ttyb

D o1 W

:2345:respawn:/sbin/mingetty ttyé

# Run xdm in runlevel 5
# xdm is now a separate service
x:5:respawn:/etc/X11/prefdm -nodaemon

Managing rc scripts by hand

If you want to configure what services are started at boot time, you need to edit the
rc scripts for the appropriate runlevel. The default runlevel is 3, which is full multi-
user mode. So to change what services are started in the default runlevel, you
should edit the scripts found in /etc/rc3.d.

When you look at a directory listing of the rc directories, notice that the files
either start with S or K. The files that start with S are startup files, and the files that
start with K are kill files. The S scripts are run in the numerical order listed in their
filenames.

Note that case is important. Scripts that do not start with a capital S do not run
upon startup. So one good way to keep scripts from starting up at boot time with-
out deleting them is to rename the file with a small s at the beginning instead of a
capital S. This way you can always put the script back into the startup configura-
tion by capitalizing the initial letter.

When the system starts up, it runs through the scripts in the rc directory of the
runlevel it’s starting up in. So when the system starts up in runlevel 3, it runs the
scripts in the /etc/rc3.d directory.

Looking at the directory listing included in Listing 5-11, you can see that the
first few services start in this order: kudzu, reconfig, iptables, and network. That is
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because their scripts are named SO5kudzu, SO6reconfig, SO8iptables, and S10net-
work, respectively.

Kudzu is called first because it detects new hardware. Reconfig runs to put into
effect any changes made with the chkconfig tool. Iptables then starts up the built-
in firewall. Network then brings up the system’s network interfaces. As you can see,
the order in which these services are started makes a lot of sense, and their order is
enforced by the way their rc startup scripts are named.

Listing 5-11: A directory listing of the r3.d directory
[root@buffy rc3.dl# 1s

K05innd K20rwhod K50xinetd K74ypserv K92ipvsadm S601pd
KO8vmware K25squid K54pxe K74ypxfrd K92upsd S83iscsi
K09junkbuster K28amd Ks5routed K75gated K961 rda S90crond
Kl0fonttastic K30mcserv K61ldap K75netfs SO5kudzu S90xfs
K12mysqld K30sendmail K65identd K84bgpd SO6reconfig S9latalk
K15gpm K34yppasswdd Ké65kadmin K84ospfed S08iptablesS95anacron
K15httpd K35smb K65kprop K84ospfd S10network S97rhnsd
K15postgresql K35vncserver K65krb524 K84ripd S12syslog S99Tinuxconf
Kl6rarpd K40mars-nwe K65krbbkdc  K84ripngd S17keytable S997ocal
K20bootparamd K45arpwatch K73ypbind K85zebra S20random S99wine
K20nfs K45named K74apmd K86nfslock  S28autofs

K20rstatd Kd6radvd K74nscd K87portmap  S40atd

K20rusersd K50snmpd K74ntpd K91isdn S55sshd

K20rwalld K50tux K74ups K92ipchains Sb6rawdevices

[root@buffy rc3.dl#

The S scripts are started in this order until they have all been started. When the
system shuts down, the corresponding K, or kill scripts are run to shut down the
services started from the rc directory. In general, every S script should have a cor-
responding K script to kill the service at shutdown.

If you can’t find the corresponding K script in the startup directory, it is proba-
bly located in the shutdown directory. When the system is shut down, it enters run-
level 6. So most of the K scripts are in /etc/rc6.d. A typical /etc/rc6.d directory
listing is shown in Listing 5-12.

Listing 5-12: The file contents of the [etc/rc6.d directory
[root@buffy rc6.dI# 1s

KOOTinuxconf  Kl6rarpd K34yppasswdd K55routed K74nscd K85zebra
K03rhnsd K20bootparamd K35atalk K60atd K74ntpd K86nfslock
K05anacron K20iscsi K35smb K60crond K74ups K87portmap
K05innd K20nfs K35vncserver K601pd K74ypserv K88syslog
KO5keytable K20rstatd K40mars-nwe K611dap K74ypxfrd K90network
KO8vmware K20rusersd K44rawdevices K65identd K75gated K91isdn

Continued
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Listing 5-12 (Continued)

KO9junkbuster K20rwalld K45arpwatch K65kadmin K75netfs K92ipchains
K10wine K20rwhod K45named K65kprop K80random K92ipvsadm
K10xfs K25squid K4éradvd K65krb524  K84bgpd K95kudzu
K12mysqld K25sshd K50snmpd K65krb5kdc K84ospfed K95reconfig
K15gpm K28amd K50tux K72autofs K84ospfd K961irda
K15httpd K30mcserv K50xinetd K73ypbind K84ripd S00kilTall
K15postgresql K30sendmail K54pxe K74apmd K84ripngd SO0lreboot

If you ever need to restart a service that’s started from an rc directory, an easy
way to do it properly is to run its startup script with the restart option. This proce-
dure enables all the proper steps to be followed (configuration files read, lock files
released, and so forth) when the service starts up again. So to restart syslog, for
example, run the following command from the rc directory:

[root@buffy rc3.dl# ./Sl2syslog restart

Shutting down kernel logger: [ 0K ]
Shutting down system logger: [ 0K 1]
Starting system logger: [ 0K 1]
Starting kernel logger: [ 0K 1]

Managing rc scripts using chkconfig

Red Hat 7.2 comes with a useful tool called chkconfig. It helps the system adminis-
trator manage rc scripts and xinetd configuration files without having to manipu-
late them directly. It is inspired by the chkconfig command included in the IRIX
operating system.

Type chkconfig --list to see all the services chkconfig knows about, and whether
they are stopped or started in each runlevel. An abridged example output is shown
in the following listing. The chkconfig output can be a lot longer than that listed
here, so be prepared to pipe it through less or more.

The first column is the name of the installed service. The next seven columns
each represent a runlevel, and tell you whether that service is turned on or off in
that runlevel.

Since xinetd is started on the system whose chkconfig output is excerpted, at the
end of chkconfig’s report is a listing of what xinetd started services are configured
to begin at boot time. The listing is abridged, since a lot of services can be started
from xinetd, and there’s no need to show all of them.

Listing 5-13 shows how chkconfig can be an effective tool for handling all your
network services and controlling which ones get started up at boot time. This is the
output of chkconfig --Tist:
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Listing 5-13: Output from chkconfig --list

atd O:off l:o0ff 2:0ff  3:on 4:on 5:on 6:0ff
rwhod O:off l:o0ff 2:0ff  3:0ff  4:off 5:o0ff 6:0ff
keytable 0:o0ff 1:on 2:0n 3:on 4:0n 5:0n 6:0ff
nscd O:off l:o0ff 2:0ff  3:0ff  4:off 5:o0ff 6:0ff
syslog 0:o0ff l:0ff 2:0n 3:on 4:0n 5:0n 6:0ff
gpm 0:0ff l:0ff 2:0n 3:0ff  4:0ff 5:0ff 6:0ff
kudzu O:off l:o0ff 2:0ff  3:on 4:on 5:on 6:0ff
kdcrotate O:off l:o0ff 2:0ff  3:0ff  4:off 5:0ff 6:0ff
1pd 0:0ff l:0ff 2:0n 3:0n 4:on 5:0n 6:0ff
autofs O:off l:o0ff 2:0ff  3:on 4:on 5:on 6:0ff
sendmail O:off l:o0ff 2:on 3:0ff  4:off 5:0ff 6:0ff
rhnsd O:off l:o0ff 2:0ff  3:on 4:on 5:on 6:0ff
netfs O:off l:o0ff 2:0ff  3:o0ff  4:off 5:0ff 6:0ff
network O:off l:o0ff 2:on 3:on 4:on 5:on 6:0ff
random O:off l:o0ff 2:on 3:on 4:on 5:on 6:0ff
rawdevices O:off l:o0ff 2:0ff  3:on 4:on 5:on 6:0ff
apmd 0:0ff l:0ff 2:0n 3:0ff  4:0ff 5:0ff 6:0ff
ipchains 0:0ff l:0ff 2:0ff  3:off  4:off 5:0ff 6:0ff
<snip>
xinetd based services:

rexec: off

rlogin: off

rsh: off

chargen: off

chargen-udp: off

daytime: of f

daytime-udp: off

echo: off

echo-udp: off

time: off

time-udp: off

finger: off

ntalk: off

talk: off

telnet: off

wu-ftpd: on

rsync: off

eklogin: off

gssftp: off
klogin: off



120

Part 1: Red Hat Linux System and Network Administration Defined

To turn a service off or on using chkconfig, use this syntax:
chkconfig servicename off|on|reset

So to turn off the ftp daemon turned on previously, type:
chkconfig wu-ftpd off

To turn on xinetd, type:
chkconfig xinetd on

Run chkconfig --1ist again to see if the service you changed has been set to
the state you desire. Changes you make with chkconfig take place the next time you
boot up the system.

Summary

All systemwide configuration files are located in /etc. So if you want to change
something across the system, look in /etc and its subdirectories first. If you're at a
loss in terms of figuring out which configuration file you need to edit, try grepping
for keywords in /etc.

To change configuration variables for one or a few users, you can usually edit
configuration files within the individual users’ home directories. Most configura-
tion files in home directories start with a . so you need to look for them with the
1s -a command.

Be mindful of configuration file permissions, to ensure that unauthorized parties
cannot modify them. Flat out instant root access for unauthorized parties is one
possible outcome of a modified configuration file. A more likely outcome is that a
configuration file modification would make it easier for a system compromise to
take place.

You can either edit startup files by hand, or by using one of Red Hat Linux’s use-
ful system administration tools such as chkconfig. You should at least know the
format of the startup files and where they are, so that if automatic tools can’t do the
job for some reason, you can always change things yourself.



Part

Red Hat Linux Network Services

CHAPTER 6
TCP/1P Networking

CHAPTER 7
The Network File System

CHAPTER 8
The Network Information System

CHAPTER 9
Connecting to Microsoft Networks

CHAPTER 10
Connecting to Apple Networks




IN THIS PART:

This part provides a detailed discussion
of the network services available in Red
Hat Linux. The chapters explain the
TCP/IP protocol suite, the Network File
System, and the Network Information
System. This part also explains how to
connect your Red Hat Linux network to

Windows and Apple networks.



Chapter 6

TCP/1P Networking

IN THIS CHAPTER

TCP/IP explained

Understanding network classes

Setting up a network interface card (NIC)
Understanding subnetting

Working with Classless InterDomain routing (CIDR)
Working with Gateways and routers

Configuring DHCP

Configuring a point-to-point protocol (PPP) connection
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Configuring IP masquerading

THIS CHAPTER provides an overview of the TCP/IP protocols as they apply to net-
working with Red Hat Linux. TCP/IP is complex and many books have been written
on this topic alone. If you want to learn more about TCP/IP, a good place to start is
to use one of the Internet search engines to search for this topic on the Internet.
After the description of TCP/IP, this chapter explains how to configure such a net-
work in a Red Hat Linux environment.

TCP/1P Explained

TCP/IP is an acronym for Transmission Control Protocol/Internet Protocol, and
refers to a family of protocols used for computer communications. TCP and IP are
just two of the separate protocols contained in the group of protocols developed by
the Department of Defense, sometimes called the DoD Suite, but more commonly
known as TCP/IP.

In addition to Transmission Control Protocol and Internet Protocol, this family
also includes Address Resolution Protocol (ARP), Domain Name System (DNS),
Internet Control Message Protocol (ICMP), User Datagram Protocol (UDP), Routing
Information Protocol (RIP), Simple Mail Transfer Protocol (SMTP), Telnet and many
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others. These protocols provide the necessary services for basic network functional-
ity, and you will take a closer look at them for a better understanding of how the
network works.

To be able to send and receive information on the network, each device con-
nected to it must have an address. The address of any device on the network must
be unique and have a standard, defined format by which it is known to any other
device on the network. This device address consists of two parts:

@ the address of the network to which the device is connected

@ the address of the device itself — its node or host address

Devices that are physically connected to each other (not separated by routers)
would have the same network number but different node, or host numbers. This
would be typical of an internal network at a company or university. These types of
networks are now often referred to as intranets.

The two unique addresses I've been talking about are typically called the network
layer addresses and the Media Access Control (MAC) addresses. Network Layer
addresses are IP addresses that have been assigned to the device. The MAC address
is built into the card by the manufacturer and refers to only the lowest level address
by which all data is transferred between devices.

Now that you know a little about addressing, you need to learn how the address,
and also the data, is transmitted across the network. This transfer is accomplished
by breaking the information into small pieces of data called packets or datagrams.
Why is it necessary to use packets instead of just sending the entire message as one
long stream of data? There are two reasons for this — sharing resources and error
correction.

Let’s look at the first, sharing resources. If two computers are communicating
with each other, the line is busy. If these computers were sharing a large amount of
data, other devices on the network would be unable to transfer their data. When
long streams of data are broken into small packets, each packet is sent individually,
and the other devices can send their packets between the packets of the long
stream. Since each packet is uniquely addressed and has instructions on how to
reassemble it, it does not matter that it arrives in small pieces.

The second reason for breaking the data into packets is error correction. Because
the data is transmitted across media that is subject to interference, the data can
become corrupt. One way to deal with the corruption is to send a checksum along
with the data. A checksum is a running count of the bytes sent in the message. The
receiving device compares its total to the total transmitted. If these numbers are the
same, the data is good; but if they are different, either the checksum or the data
itself is corrupt. The receiving device then asks the sender to resend the data. By
breaking the data into small packets, each with its own checksum, it is easier to
ensure that a good message arrives, and if not, only a small portion needs to be
resent instead of the entire message.

In the description of packets, I mentioned unique addressing and reassembly
instructions. Because packets also contain data, each is made up of two parts, the
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header, which contains the address and reassembly instructions, and the body,
which contains the data. Keeping all this information in order is the protocol. The
protocol is a set of rules that specifies the format of the package and how it is used.

Understanding Network Classes

As stated earlier, all addresses must have two parts, the network part and the node,
or host, part. Addresses used in TCP/IP networks are four bytes long, called IP
addresses, and are written in standard dot notation, which means a decimal number
separated by dots. For example, 192.168.1.2. The decimal numbers must be within
the numeric range of 0 to 255 to conform to the one-byte requirement. IP addresses
are divided into classes with the most significant being classes A, B, and C depend-
ing on the value of the first byte of the address. Table 6-1 shows valid numbers for
these classes.

TasLe 6-1 NETWORK CLASSES AND THEIR IP NUMBER RANGE

Class First Byte
Class A 0-127
Class B 128-191
Class C 192-233

The reason for the class division is to enable efficient use of the address num-
bers. If the division were the first two bytes to the network part as shown in Table
6-1 and the last two bytes to the host part, then no network could have more than
216 hosts. This would be impractical for large networks and wasteful for small
networks.

There are a few ways to assign IP addresses to the devices depending on the pur-
pose of the network. If the network is internal, an intranet, not connected to an
outside network, any class A, B, or C network number can be used. The only
requirement is choosing a class that allows for the number of hosts to be connected.
Although this is possible, in the real world this approach would not allow for con-
necting to the Internet.

A more realistic approach would be to register with one of the domain registra-
tion services and request an officially assigned network number. An organization
called the InterNIC maintains a database of all assigned network numbers to ensure
that each assignment is unique. After obtaining a network number, the host numbers
may be assigned as required. Nearly all IP devices require manual configuration;
you will look at assigning IP addresses later when you actually set up your own
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network. You have now seen that each device has a unique network and node
address which is called an IP address. Earlier this was described as the Network
Layer address. You also read about the Media Access Control, or MAC, address. The
MAC address was defined as the lowest level at which communication occurs. On
an Ethernet network, this address is also called the Ethernet Address. This is the
address that is ultimately necessary for transmission of data. For transfer to happen,
the IP address must be mapped to the Ethernet address of the device. The mecha-
nism that makes this possible is Address Resolution Protocol or ARP.

To determine the Ethernet address of a node on the same network, the sending
device sends an ARP request to the Ethernet broadcast address. The Ethernet broad-
cast address is a special address to which all Ethernet cards are configured to
“listen.” The ARP request, containing the sender’s IP and Ethernet addresses, as well
as the IP address it is looking for, asks each device for the Ethernet address that cor-
responds to a particular IP address. The device whose address matches the request
sends a reply to the sender’s Ethernet address. The sender is then able to send its
data to the specific address it received in response to its ARP request. This process
works for sending data between devices on the same network, but what about send-
ing data to devices on different networks? For this you need a router.

Routers enable networks not physically connected to each other to communicate.
A router must be connected physically to each network that wants to communicate.
The sending node must be able to send its request to a router on its own network,
and the receiving node must also be on a network connected to a router. The send-
ing node sends its request to the router on its network. This router is typically called
the default gateway, and its address must be manually configured in the sending
node’s configuration files. You will learn how to do this later in this chapter in the
“Gateways and Routers” section.

The router receives the request from the sending node and determines the best
route for it to use to transmit the data. The router has an internal program, called a
routing table, which it uses to send the data, either to another router if the other
network is not directly connected, or directly to the other network. If the destina-
tion network can not be found in the routing table, then the packet is considered
undeliverable and is dropped. Typically if the packet is dropped, the router sends an
ICMP Destination Unreachable message to the sender.

Routing tables can be manually configured or acquired dynamically. Manual
configuration means that it is necessary for whoever is setting up the router to
provide all the information about other networks and how to reach them. This
method is impractical because of the size of the file required and constantly chang-
ing information.

Dynamic acquisition means that the router sends a message using the Routing
Information Protocol (RIP). RIP enables routers to share details with other routers
concerning networks and their locations.

Ultimately, the purpose of everything you have looked at so far — packets, IP
addresses, and routing — is to give users access to services such as printing, file
sharing, and e-mail.
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You have had a brief look at the IP part of the TCP/IP family of protocols and
have arrived at TCP. Transmission Control Protocol is encapsulated in IP packets
and provides access to services on remote network devices. TCP is considered to be
a stream-oriented reliable protocol. The transmission can be any size because it is
broken down into small pieces as you have already seen. Data that is lost is retrans-
mitted, and out-of-order data is reordered. The sender is notified about any data
that cannot be delivered. Typical TCP services are File Transfer Protocol (FTP),
Telnet, and Simple Mail Transfer Protocol (SMTP).

Setting Up a Network Interface
Card (NI1C)

Every Red Hat Linux distribution includes networking support and tools that can be
used to configure your network. In this section you’ll learn how to configure a
computer for connection to an internal and external network.

Even if the computer is not connected to outside networks, an internal network
functionality is required for some applications. This address is known as the loop-
back and its IP address is 127.0.0.1. You should check that this network interface is
working before configuring your network cards. To do this, you can use the
ifconfig utility to get some information. If you type ifconfig at a console prompt,
you will be shown your current network interface configuration. Figure 6-1 illus-
trates the output of the ifconfig command.

00 d = 010 O 00 £ cl E@E

File Sessions Settings Help

[root@main Aroot]# ifconfig

=thl Link encap:Ethernet  HiWaddr O0:A0:CC:25:0E:11

inet addr:192,168,1,1 Boast:192,168,1,255 Maski285,255,.255.,0
UP BROADCAST RUMMIMG MULTICAST MTU:1500 Metric:l

RFH packetz:0 errorsi0 dropped:0 overrunz:0 frame:0

T packetz:0 errorsi0 dropped:0 overruns:0 carrier:O
collizions 0 txgueuslen:l00

Interrupt ;10 Base addressiOxed0l

1o Link encap:local Loopback
inet addril27,0.0,1 Mask:255,0,0.0
UP LOOFBACK. RUMMIMG MTU:led3e  Metricil
RFH packetz:6 errors:0 dropped:0 overrunz:0 frame:0
TH packetzib errors:0 dropped:0 overrunsi0 carrieri0
collisions:0 txoueuslen:(

[Croot@main Aroot]t |

D NewJ @T&rmina] Ma i
T

Figure 6-1: The ifconfig utility shows the current network interface configuration.
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TIP Make sure the loopback (IP address 127.0.0.1) is working before you begin
‘@% to configure your network cards.
\

J

If your loopback is configured, the ifconfig shows a device called lo with the
address 127.0.0.1. If this device and address are not shown, you can add the device
by using the ifconfig command as follows:

ifconfig 1o 127.0.0.1

You then need to use the route command to give the system a little more infor-
mation about this interface. For this you type:

route add -net 127.0.0.0

You now have your loopback set up and the ifconfig command shows the
device lo in its listing.

Configuring the network card

Configuring a network card follows the same procedure as configuring the loop-
back interface. You use the same command, ifconfig, but this time use the name
‘eth0’ for an Ethernet device. You also need to know the IP address, the netmask,
and the broadcast addresses. These numbers vary depending on the type of network
being built. For an internal network that never connects to the outside world, any
IP numbers can be used, however there are IP numbers typically used with these
networks. Table 6-2 shows the IP numbers that are usually used for such networks.

TasLE 6-2 RESERVED NETWORK NUMBERS

Network Class Netmask Network Addresses

A 255.0.0.0 10.0.0.0-10.255.255.255

B 255.255.0.0 172.16.0.0-17.31.255.255

C 255.255.255.0 192.168.0.0-192.168.255.255

If you are connecting to an existing network, you must have its IP address, net-
mask, and broadcast address. You also need to have the router and domain name
server addresses.
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In this example, you configure an Ethernet interface for an internal network.
You need to issue the command:

ifconfig eth0 192.168.1.1 netmask 255.255.255.0 broadcast 192.168.1.255

As shown in Figure 6-2, this results in the creation of device ethO with a network
address of 192.168.1.1, a netmask of 255.255.255.0 and a broadcast address of
192.168.1.255. A file is created in /etc/sysconfig/network-scripts called
ifcfg-ethO. A listing of this file would show the information that you just entered.
The line onboot=yes tells the kernel to configure this device at system startup.

< " feteisysconfia/network—scriptsfifefa—eth0 — Text Edito [=][l[x]
File Edit Go Tools Settings Help

NEEEE sey

DEVICE=athl
BOOTPROTO=static
BROBDCEST=192. 168, 1. 255

IPRDDR=192.1468 1.1
WETMESK=255. 255 255.0
WETWORK=192 . 162.1.0
ONBOOT=yas

[ [NE [Cine: 1 Cal 1

Figure 6-2: The configuration file for the network device ethO

Configuring an internal network

Now you have a network device configured for one computer. To add additional
computers to your network you need to repeat this process on the other computers
you want to add. The only change is that you need to assign a different IP address.
For example, the second computer on your network could have the address
192.168.1.2, the third could have 192.168.1.3, and so on.

o

This section does not cover the physical requirements for building a
network — cabling, hubs, and so forth. A good source for this information is
a book titled Network Plus by David Groth.
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In addition to configuring the network cards on each of the computers in the
network, three files on each computer need to be modified. These files are all
located in the /etc directory and they are:

® /etc/hosts.conf
® /etc/hosts

® /etc/resolv.conf

The /etc/hosts.conf file contains configuration information for the name
resolver and should contain the following:

order hosts, bind multi on

This configuration tells the name resolver to check the /etc/hosts file before
attempting to query a nameserver and to return all valid addresses for a host found
in the /etc/hosts file instead of just the first.

The /etc/hosts file contains the names of all the computers on the local net-
work. For a small network, maintaining this file is not difficult, but for a large
network keeping the file up to date is often impractical. Figure 6-3 shows a network
containing three computers. The first two addresses, localhost and 192.168.1.3, are
the same computer, and the other two addresses represent different computers on
the same network. In most networks, the IP addresses are assigned dynamically,
and this file would just show the loopback interface and the localhost name.

<~ /ete/hosts — Text Editor: - [DICIES
File Edit Go Tools Seftings Help
o Ay g O B ¥

NE&SR e uld X
4 Do not remowve the following line, or warious programs
4+ that require network functionality will fail.
127.0.0.1 main.tactechnology. com main localhost. localdomain locs
192 188.1.3 terrcy. tactechnolagy. com
<] [ [«
[ NS [Line: 1 Col: 1

I I

Figure 6-3: The [etc/hosts file contains a listing of the computers on your network.
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The /etc/resolv.conf. file provides information about nameservers employed
to resolve host names. Figure 6-4 shows a typical resolv.conf file listing.

Chapter 12 discusses Domain Name Servers (DNS).

[=]m[x|

OE& Q& ¢

search tactechnology.com
namesecver 192 .1462.1.1

[l N5 [Cine: 1 Col 1

Figure 6-4: The /etc/resolv.conf file contains a listing of the domain and
nameservers on the network.

Understanding Subnetting

You have learned how easy it is to build an internal network, but now you need to
learn how to connect to the outside world. A few more steps accomplish outside
connection, including configuring a router, obtaining an IP address, and actually
making the connection. You begin with obtaining an IP address and subnetting.

Earlier in this chapter you saw that IP addresses used on the Internet are
assigned by the InterNIC. Now you will take a closer look at the makeup of IP
addresses and how they can be extended through subnetting.

IP numbers are not assigned to hosts, they are assigned to network interfaces on
hosts. Even though many computers on an IP network have a single network inter-
face and a single IP number, a single computer can have more than one network
interface. In this case, each interface would have its own IP number.
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TIP It is also possible to assign more than one IP address to a single NIC. This is
‘@% accomplished using the ifconfig and route commands. To add another IP
\

)

address, 192.168.1.4, to eth0 issue these commands:

ifconfig eth0:0 192.168.1.4
route add -host 192.168.1.4 dev eth0

The first command binds the IP address to the virtual interface eth0:0 and
the second command adds a route for the address to the actual device ethO.

Even though this is true, most people refer to host addresses when referring to an
IP number. Just remember, this is simply shorthand for the IP number of this par-
ticular interface on this host. Many devices on the Internet have only a single inter-
face and thus a single IP number.

In the current (IPv4) implementation, IP numbers consist of 4 (8-bit) bytes for a
total of 32 bits of available information. This system results in large numbers, even
when they are represented in decimal notation. To make them easier to read and
organize, they are written in what is called dotted quad format. The numbers you
saw earlier in this chapter were expressed in this format, such as the internal net-
work IP address 192.168.1.1. Each of the four groups of numbers can range from 0
to 255. The following shows the IP number in binary notation with its decimal
equivalent. If the bit is set to 1 it is counted, and if set to zero it is not counted.

1+ 1 + 1 + 1 + 1 + 1 + 1 +
128 + 64 +32+16+ 8 + 4 + 2+ 1 =255

The binary notation for 192.168.1.1 would be:
11000000.10101000.00000001.00000001

The dotted quad notation from this binary is:
(128+64) = 192.(128+32+8) = 168.(1)=1.(1) =1

The leftmost bits of the IP number of a host identify the network on which the
host resides; the remaining bits of the IP number identify the network interface.
Exactly how many bits are used by the network ID and how many are available to
identify interfaces on that network is determined by the network class. Earlier you
learned that there are three classes of networks and you saw how they are composed
in Table 6-1.

Class A IP network numbers use the left quad to identify the network, leaving
3 quads to identify host interfaces on that network. Class A addresses always have
the farthest left bit of the farthest left byte a zero, so there are a maximum of 128
class A network numbers available, with each one containing up to 33,554,430
possible interfaces.
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The network numbers 0.0.0.0, known as the default route, and 127.0.0.0, the
loopback network, have special meanings and cannot be used to identify networks.
You saw the loopback interface when you set up your internal network. You'll look
at the default route when you set up your connection to the Internet. So if you take
these two network numbers out, there are only 126 available class A network
numbers.

Class B IP network numbers use the two left dotted quads to identify the net-
work, leaving two dotted quads to identify host interfaces. Class B addresses always
have the farthest left bits of the left byte set to 10. This leaves 14 bits left to specify
the network address giving 32,767 available B class networks. Class B networks
have a range of 128 to 191 for the first of the dotted quads, with each network con-
taining up to 32,766 possible interfaces.

Class C IP network numbers use the left three quads to identify the network,
leaving the right quad to identify host interfaces. Class C addresses always start
with the farthest left 3 bits set to 1 1 0 or a range of 192 to 255 for the farthest left
dotted quad. This means that there are 4,194,303 available Class C network num-
bers, each containing 254 interfaces.

IP addresses are also set aside for internal networks, as you saw in Table 6-2.

Interpreting 1P numbers

IP numbers can have three possible meanings. The first of these is an address of a
network, which is the number representing all the devices that are physically con-
nected to each other. The second is the broadcast address of the network, which is
the address that enables all devices on the network to be contacted. Finally, the last
meaning is an actual interface address. Look at a Class C network for an example.
For a Class C network:

€ 192.168.3.0 is a Class C network number
€ 192.168.3.42 is a host address on this network
€ 192.168.3.255 is the network broadcast address

When you set up your Ethernet device, ethO, you used the ifconfig utility to
pass some information that was written to the ifcg-eth0 file. One of these para-
meters was the network mask. The network mask is more properly called the sub-
network mask. However, it is generally referred to as the network mask, or subnet
mask. The determining factor in subnetting is the network mask and how it is
understood on a local network segment. In setting up your network card you used
a netmask of 255.255.255.0. In this case all the network bits were set to one and the
host bits were set to zero. This is the standard format for all network masks. Table
6-2 shows the network masks for the three classes of networks.

You should remember two important things about the network mask. The network
mask affects only the interpretation of IP numbers on the same network segment,
and the network mask is not an IP number, it is used to modify how IP numbers are
interpreted by the network.
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The network mask affects only the interpretation of IP numbers on the
same network segment.

ol

A subnet enables you to use one IP address and split it up so that it can be used
on several physically connected local networks. This is a tremendous advantage, as
the number of IP numbers available is rapidly diminishing. You can have multiple
subnetted networks connected to the outside world with just one IP address. By
splitting the IP address, it can be used on sites which need multiple connectivity,
but eliminates the problems of high traffic and difficult manageability.

The other advantages to subnetting are that different network topologies can
exist on different network segments within the same organization, and overall net-
work traffic is reduced. Subnetting also enables increased security by separating
traffic into local networks.] There is a limit to the number of subnets that can be
created simply based on the number of times a given number can be divided. Tables
6-3, 6-5, and 6-6 show the possible numbers of subnets and hosts that can exist.

Before you subnet your network

Before you can subnet your network, you need to make some choices and gather
some information.

First you need to decide the number of hosts on each of your subnets so you can
determine how many IP addresses you need. Earlier in this chapter you set up an
Ethernet interface using the reserved internal Class C network number 192.168.1.0.
You will continue to use this number for the subnetting example.

Every IP network has two addresses that cannot be used — the network IP num-
ber itself and the broadcast address. Whenever you subnetwork the IP network you
are creating additional addresses that are unusable. For each subnet you create, two
addresses are unusable, the subnet’s network IP address and its broadcast address.
Every time you subnet you are creating these two unusable addresses, so the more
subnets you have, the more IP addresses you lose. The point is, don’t subnet your
network more than necessary.

TIP Don't subnet your network more than necessary.
,3 %
)

A g

Next you need to determine the subnetwork mask and network numbers. The
network mask for an IP network without subnets is simply a dotted quad that has
all the “network bits” of the network number set to ‘1’ and all the host bits set to ‘0
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So, for the three classes of IP networks, the standard network masks are shown

in Table 6-2.

Subnetworking takes one or more of the available host bits and makes them
appear as network bits to the local interfaces. If you wanted to divide your Class C
network into two subnetworks, you would change the first host bit to one, and you
would get a netmask of 11111111.11111111.11111111.10000000 or 255.255.255.128.
This would give you 126 possible IP numbers for each of our subnets. Remember
that you lose two IP addresses for each subnet. If you want to have four subnet-
works, you need to change the first two host bits to ones, and this would give you
a netmask of 255.255.255.192. You would have 62 IP addresses available on each
subnetwork. Table 6-3 shows the subnets, the subnet masks, and the available hosts

for your Class C network.

TaBLe 6-3 CLASS C SUBNETS AND SUBNET MASKS

Number of Bits Number of Subnets

1 2
2 4
3 8
4 16
5 32
6 64

Subnet Mask

255.255.255.128
255.255.255.192
255.255.255.224
255.255.255.240
255.255.255.248
255.255.255.252

Number of Hosts

126
62
30
14

6
2

Now all you need to do is assign the appropriate numbers for the network, the
broadcast address, and the IP addresses for each of the interfaces and you're nearly
done. Table 6-4 shows these numbers for subnetting your Class C network into two

subnets.

TasLe 6-4 CREATING TWO SUBNETS FOR A CLASS C NETWORK ADDRESS

Network Netmask Broadcast

192.168.1.0 255.255.255.128 192.168.1.127
192.168.1.128 255.255.255.128 192.168.1.255

First IP

192.168.1.1
192.168.1.129

Last IP

192.168.1.126

192.168.1.254
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Creating subnets for Class A and B networks follows the same procedure as that
shown for Class C networks. Table 6-5 shows the subnets for a Class A network, and
Table 6-6 shows the subnets for a Class B network.

TasLe 6-5 CLASS A SUBNETS AND SUBNET MASKS

Number of Bits Number of Subnets Subnet Mask Number of Hosts
2 2 255.192.0.0 4194302
3 6 255.224.0.0 2097150
4 14 255.240.0.0 1048574
5 30 255.248.0.0 524286
6 62 255.252.0.0 262142
7 126 255.254.0.0 131070
8 254 255.255.0.0 65534
9 510 255.255.128.0 32766

10 1022 255.255.192.0 16382

1 2046 255.255.224.0 8190

12 4094 255.255.240.0 4094

13 8190 255.255.248.0 2046

14 16382 255.255.252.0 1022

15 32766 255.255.254.0 510

16 65534 255.255.255.0 254

17 131070 255.255.255.128 126

18 262142 255.255.255.192 62

19 524286 255.255.255.224 30

20 1048574 255.255.255.240 14

21 2097150 255.255.255.248 6

22 4194302 255.255.255.252 2
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TaBLE 6-6 CLASS B SUBNETS AND SUBNET MASKS

Number of Bits Number of Subnets Subnet Mask Number of Hosts
2 2 255.255.192.0 16382
3 6 255.255.224.0 8190
4 14 255.255.240.0 4094
5 30 255.255.248.0 2046
6 62 255.255.252.0 1022
7 126 255.255.254.0 510
8 254 255.255.255.0 254
9 510 255.255.255.128 126

10 1022 255.255.255.192 62
1 2046 255.255.255.224 30

12 4094 255.255.255.240 14

13 8190 255.255.255.248 6

14 16382 255.255.255.252 2

Classless InterDomain
Routing (CIDR)

CIDR was invented several years ago to keep the Internet from running out of IP
addresses. The class system of allocating IP addresses can be very wasteful. Anyone
who could reasonably show a need for more than 254 host addresses was given a
Class B address block of 65,533 host addresses. Even more wasteful was allocating
companies and organizations Class A address blocks, which contain over 16 million
host addresses! Only a tiny percentage of the allocated Class A and Class B address
space has ever been actually assigned to a host computer on the Internet.

People realized that addresses could be conserved if the class system was elimi-
nated. By accurately allocating only the amount of address space that was actually
needed, the address space crisis could be avoided for many years. This solution was
first proposed in 1992 as a scheme called supernetting. Under supernetting, the
class subnet masks are extended so that a network address and subnet mask could,
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for example, specify multiple Class C subnets with one address. For example, if you
needed about a thousand addresses, you could supernet 4 Class C networks
together:

192.60.128.0  (11000000.00111100.10000000.00000000) Class C subnet address
192.60.129.0  (11000000.00111100.10000001.00000000) Class C subnet address
192.60.130.0  (11000000.00111100.10000010.00000000) Class C subnet address
192.60.131.0  (11000000.00111100.10000011.00000000) Class C subnet address

192.60.128.0  (11000000.00111100.10000000.00000000) Supernetted Subnet address
255.255.252.0 (11111111.11111111.11111100.00000000) Subnet Mask
192.60.131.255 (11000000.00111100.10000011.11111111) Broadcast address

In this example, the subnet 192.60.128.0 includes all the addresses from
192.60.128.0 to 192.60.131.255. As you can see in the binary representation of the
subnet mask, the network portion of the address is 22 bits long, and the host portion
is 10 bits long.

Under CIDR, the subnet mask notation is reduced to simplified shorthand.
Instead of spelling out the bits of the subnet mask, the number of 1s bits that start
the mask are simply listed. In the example, instead of writing the address and subnet
mask as

192.60.128.0, Subnet Mask 255.255.252.0
the network address is written simply as:
192.60.128.0/22

This address indicates starting address of the network, and number of 1s bits (22)
in the network portion of the address. If you look at the subnet mask in binary you
can easily see how this notation works.

(11111111.11111111.11111100.00000000)

The use of a CIDR-notated address is the same as for a Class address. Class
addresses can easily be written in CIDR notation (Class A = /8, Class B = /16, and
Class C = [24).

It is currently almost impossible for you, as an individual or company, to be
allocated your own IP address blocks. You will be told simply to get them from
your ISP. The reason for this is the ever-growing size of the Internet routing table.
Just five years ago, there were less than 5,000 network routes in the entire Internet.
Today, there are over 100,000. Using CIDR, the biggest ISPs are allocated large
chunks of address space, usually with a subnet mask of /19 or even smaller. The
ISP’s customers, often other, smaller ISPs, are then allocated networks from the big
ISP’s pool. That way, all the big ISP’s customers, and their customers, are accessible
via one network route on the Internet.
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CIDR will probably keep the Internet happily in IP addresses for the next few
years at least. After that, IPv6, with 128 bit addresses, will be needed. Under IPv®6,
even careless address allocation would comfortably enable a billion unique IP
addresses for every person on earth! The complete details of CIDR are documented
in RFC1519, which was released in September of 1993.

X

Requests for Comment (RFC) are documents containing information about
computer networking and many areas of the Internet. If you want to learn

A
A

more about RFCs, check out ftp://ftp.rfc-editor.org/
in-notes/rfc2b555.txt.

Gateways and Routers

You have successfully created two subnets from your Class C network, but the indi-
vidual network segments cannot communicate with each other yet. You still have
to configure a path for them and you do this using a router. Earlier in this chapter
you learned that a router is necessary for separate networks to communicate with
each other. You also learned that each network must be connected to a router in
order for this communication to take place. This router that is connected to each
network is called its gateway.

In Linux, you can use a computer with two network interfaces to route between
two or more subnets. To be able to do this you need to make sure that you enable
IP Forwarding. All current Linux distributions have IP Forwarding compiled as a
module, so all you need to do is make sure the module is loaded. You can check this
by entering the following query at a command prompt:

cat /proc/sys/net.ipv4/ip_forward.

If forwarding is enabled the number 1 is returned, and if not enabled the num-
ber 0O is returned.
To enable IP forwarding if it is not already enabled, type the following command:

echo "0" > /proc/sys/net/ipv4/ip_forward

Continue your setup using the two subnets you previously created with the
information in Table 6-4.

Assume that a computer running Linux is acting as a router for your network. It
has two network interfaces to the local LANs using the lowest available IP address
in each subnetwork on its interface to that network. The network interfaces would
be configured as shown in Table 6-7.
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TasLe 6-7 NETWORK INTERFACE CONFIGURATION

Interface IP Address Netmask
ethO 192.168.1.1 255.255.255.128
eth1 192.168.1.129 255.255.255.128

The network routing it would use is shown in Table 6-8.

TasLe 6-8 NETWORK ROUTING CONFIGURATION

Destination Gateway Mask Interface
192.168.1.0 192.168.1.1 255.255.255.128 ethO
192.168.1.128 192.168.1.129 255.255.255.128 eth1

You're nearly finished now, just one more step. Each computer on the subnet has
to show the IP address for the interface that is its gateway to the other network. The
computers on the first subnet, the 192.168.1.0 network, would have the gateway
192.168.1.1. Remember that you used the first I[P address on this network for the
gateway computer. The computers on the second subnet, 192.168.1.128, would use
192.168.1.129 as the gateway address. You can add this information using the
route command as follows:

route add -net 192.168.1.0 and then
route add default gw 192.168