
        
            
                
            
        

    


Table of Contents


	Cover

	Notes on Contributors

	Acknowledgments

	Introduction

	I.1 Making Sense of Cybersecurity Governance

	I.2 Connective Tissue: Common Themes




	1 Cybersecurity Information‐Sharing Governance Structures

	1.1 Introduction

	1.2 Taxonomy of Information‐sharing Governance Structures and Policies

	1.3 Discussion and Conclusions

	Acknowledgments




	2 Cybersecurity Governance in the GCC

	2.1 Introduction

	2.2 Why the GCC?

	2.3 Key Cybersecurity Incidents

	2.4 Government Organizations

	2.5 Strategies, Laws, and Standards

	2.6 The Cybersecurity Industry

	2.7 Conclusion

	Acknowlegments




	3 The United Kingdom's Emerging Internet of Things (IoT) Policy Landscape

	3.1 Introduction

	3.2 The IoT's Risks and Uncertainties

	3.3 Adaptive Policymaking in the Context of IoT

	3.4 The UK Policy Landscape

	3.5 The IoT and its Governance Challenges

	3.6 Conclusion




	4 Birds of a Feather

	4.1 Introduction: The Challenge of Ecosystem Risk

	4.2 Progress So Far

	4.3 Aviation's Tools for Cyber Risk Governance

	4.4 The Path Forward

	4.5 Conclusion




	5 An Incident‐Based Conceptualization of Cybersecurity Governance*

	5.1 Introduction

	5.2 Conceptualizing Cybersecurity Governance

	5.3 Case Studies

	5.4 Utility and Limitations

	5.5 Conclusion




	6 Cyber Governance and the Financial Services Sector

	6.1 Introduction

	6.2 Governance, Security, and Critical Infrastructure Protection

	6.3 Financial Services Information Sharing and Analysis Center

	6.4 Financial Services Sector Coordinating Council

	6.5 Financial Systemic Analysis and Resilience Center

	6.6 Lessons for Cybersecurity Governance

	6.7 Conclusion

	Acknowledgments




	7 The Regulation of Botnets

	7.1 Introduction

	7.2 Cybersecurity

	7.3 Botnets

	7.4 Governance Theory

	7.5 Discussion: Governance Theory Applied to Botnet Mitigation

	7.6 Conclusion

	Acknowledgment




	8 Governing Risk

	8.1 Introduction

	8.2 Where Did Cyber Insurance Come From?

	8.3 Security Standards in the Governance Process

	8.4 The Key Role of Risk

	8.5 Enforcing Standards: Insurance Becomes Governance

	8.6 Conclusion and Implications




	9 Containing Conficker

	9.1 Introduction

	9.2 The Conficker Infection

	9.3 A Public Health Alternative

	9.4 A Public Health Approach to Conficker

	9.5 Conclusion




	10 Bug Bounty Programs

	10.1 Introduction: Conspicuously Absent

	10.2 Scope and Aims

	10.3 A Market for Flaws: Bug Bounty Programs

	10.4 Conclusion




	11 Rethinking Data, Geography, and Jurisdiction

	11.1 Introduction

	11.2 The Challenge of Extraterritorial Data

	11.3 The Threat of Data Localization

	11.4 A New Approach to Data Flow Controls

	11.5 Recommendations

	11.6 Additional Challenges

	11.7 Conclusion

	Acknowledgments




	12 Private Ordering Shaping Cybersecurity Policy

	12.1 Introduction

	12.2 Are Bug Bounties Operating as a “Private” Safe Harbor? Key Findings of the Legal Terms Survey

	12.3 Policy Recommendations: Toward a Private Safe Harbor

	12.4 Conclusion

	Acknowledgments




	Bibliography

	Index

	End User License Agreement





List of Tables


	Chapter 1

	Table 1.1. Taxonomy of information‐sharing models.




	Chapter 5

	Table 5.1 Examples of cybersecurity governance efforts.

	Table 5.2 Summary of modes of governance.




	Chapter 6

	Table 6.1 Comparison of FS‐ISAC, FSSCC, and FSARC.

	Table 6.2 FBBIC membership.




	Chapter 10

	Table 10.1 Google's reward programs: an overview.








List of Illustrations


	Chapter 5

	Figure 5.1 Attack timeline and report findings.




	Chapter 8

	Figure 8.1 Gross premiums in cyber insurance industry. All values (except 2012)...








Guide


	Cover

	Table of Contents

	Begin Reading





Pages


	iii

	iv

	xi

	xii

	xiii

	xiv

	xv

	xvi

	xvii

	xviii

	xix

	xx

	xxi

	xxii

	xxiii

	xxiv

	1

	2

	3

	4

	5

	6

	7

	8

	9

	10

	11

	12

	13

	14

	15

	16

	17

	18

	19

	20

	21

	22

	23

	24

	25

	26

	27

	28

	29

	30

	31

	32

	33

	34

	35

	36

	37

	38

	39

	40

	41

	42

	43

	44

	45

	46

	47

	48

	49

	50

	51

	52

	53

	54

	55

	56

	57

	58

	59

	60

	61

	62

	63

	64

	65

	66

	67

	68

	69

	70

	71

	72

	73

	74

	75

	76

	77

	78

	79

	80

	81

	82

	83

	84

	85

	86

	87

	88

	89

	90

	91

	92

	93

	94

	95

	96

	97

	98

	99

	100

	101

	102

	103

	104

	105

	106

	107

	108

	109

	110

	111

	112

	113

	114

	115

	117

	118

	119

	120

	121

	122

	123

	124

	125

	126

	127

	128

	129

	130

	131

	132

	133

	134

	135

	136

	137

	138

	139

	140

	141

	142

	143

	144

	145

	146

	147

	148

	149

	150

	151

	152

	153

	154

	155

	156

	157

	158

	159

	160

	161

	162

	163

	164

	165

	166

	167

	168

	169

	170

	171

	172

	173

	175

	176

	177

	178

	179

	180

	181

	182

	183

	184

	185

	186

	187

	188

	189

	190

	191

	192

	193

	195

	196

	197

	198

	199

	200

	201

	202

	203

	204

	205

	206

	207

	208

	209

	210

	211

	212

	213

	214

	215

	216

	217

	218

	219

	220

	221

	222

	223

	224

	225

	226

	227

	228

	229

	231

	232

	233

	234

	235

	236

	237

	238

	239

	240

	241

	242

	243

	244

	245

	246

	247

	248

	249

	250

	251

	252

	253

	254

	255

	256

	257

	258

	259

	260

	261

	262

	263

	264

	265

	266

	267

	268

	269

	270

	271

	272

	273

	274

	275

	276

	277

	278

	279

	280

	281

	282

	283

	284

	285

	286

	287

	288

	289

	290

	291

	292

	293

	294

	295

	296

	297

	298

	299

	300

	301

	302

	303

	304

	305

	306

	307

	308

	309

	310

	311

	312

	313

	314

	315

	316

	317

	318

	319

	320

	321

	322

	323

	324

	325

	326

	327

	328








Rewired



Cybersecurity Governance




Edited by







Ryan Ellis
Vivek Mohan

















[image: No alt text required.]






This edition first published 2019
© 2019 John Wiley & Sons, Inc.

All rights reserved. No part of this publication may be reproduced, stored in a retrieval system, or transmitted, in any form or by any means, electronic, mechanical, photocopying, recording or otherwise, except as permitted by law. Advice on how to obtain permission to reuse material from this title is available at http://www.wiley.com/go/permissions.

The right of Ryan Ellis and Vivek Mohan to be identified as the editors of the editorial material in this work has been asserted in accordance with law.

Registered Office
John Wiley & Sons, Inc., 111 River Street, Hoboken, NJ 07030, USA

Editorial Office
111 River Street, Hoboken, NJ 07030, USA

For details of our global editorial offices, customer services, and more information about Wiley products visit us at www.wiley.com.

Wiley also publishes its books in a variety of electronic formats and by print‐on‐demand. Some content that appears in standard print versions of this book may not be available in other formats.

Limit of Liability/Disclaimer of Warranty
In view of ongoing research, equipment modifications, changes in governmental regulations, and the constant flow of information relating to the use of experimental reagents, equipment, and devices, the reader is urged to review and evaluate the information provided in the package insert or instructions for each chemical, piece of equipment, reagent, or device for, among other things, any changes in the instructions or indication of usage and for added warnings and precautions. While the publisher and authors have used their best efforts in preparing this work, they make no representations or warranties with respect to the accuracy or completeness of the contents of this work and specifically disclaim all warranties, including without limitation any implied warranties of merchantability or fitness for a particular purpose. No warranty may be created or extended by sales representatives, written sales materials or promotional statements for this work. The fact that an organization, website, or product is referred to in this work as a citation and/or potential source of further information does not mean that the publisher and authors endorse the information or services the organization, website, or product may provide or recommendations it may make. This work is sold with the understanding that the publisher is not engaged in rendering professional services. The advice and strategies contained herein may not be suitable for your situation. You should consult with a specialist where appropriate. Further, readers should be aware that websites listed in this work may have changed or disappeared between when this work was written and when it is read. Neither the publisher nor authors shall be liable for any loss of profit or any other commercial damages, including but not limited to special, incidental, consequential, or other damages.

Library of Congress Cataloging‐in‐Publication data is applied for

Hardback ISBN: 9781118888216

Cover design: Wiley
Cover image: “U.S. Army Photo” of Two Women Operating ENIAC from the archives of the ARL Technical Library, Historic Computer Images is in the Public Domain.






Notes on Contributors



Samantha A. Adams was a political scientist with additional background in gender studies and STS. She was Associate Professor of eHealth Governance and Regulation at the Tilburg Institute for Law, Technology, and Society (TILT), Tilburg University. She worked on medical informatics, medical sociology, qualitative research methods, and external cyberattacks on health systems.

Jason Blackstock is Associate Professor of Science and Global Affairs at University College London (UCL) and cofounder of UCL Department of Science, Technology, Engineering and Public Policy (STEaPP) which he led as Head of Department from 2013 to 2018. He has a unique background spanning quantum physics research, Silicon Valley technology development, international public policy, and higher education innovation and leadership.

Irina Brass is Lecturer in Regulation, Innovation and Public Policy and Deputy Lead of the MPA Programme in Digital Technologies and Public Policy at University College London (UCL) Department of Science, Technology, Engineering and Public Policy (STEaPP). Her research focuses on the regulation of disruptive technologies, especially digital technologies. She is working closely with policymakers and standards development communities.

Madeline Carr is Associate Professor of International Relations and Cyber Security at University College London (UCL) Department of Science, Technology, Engineering and Public Policy (STEaPP) and Director of its Digital Policy Lab. She has a strong interest in the international policy challenges posed by cybersecurity and is coinvestigator for Standards, Policy and Governance Stream of the PETRAS IoT Research Hub.

Jim Dempsey is Executive Director of the Berkeley Center for Law & Technology. From 1997 to 2014, he was at the Center for Democracy & Technology, including as Executive Director. He served as a Senate‐confirmed Member of the Privacy and Civil Liberties Oversight Board from 2012 to January 2017. He is coauthor (with David Cole) of Terrorism & the Constitution (New Press 2006) and coeditor (with Fred Cate) of Bulk Collection: Systematic Government Access to Private‐Sector Data (Oxford 2017).

Karine e Silva LL.M. is PhD candidate at TILT, Tilburg University on the NWO‐funded BotLeg project. Her research interest is in botnets since the launch of the EU Advanced Cyber Defense Centre (ACDC) in early 2013. Her research involves legal issues surrounding botnet mitigation and the role of public and private sectors.

Jacqueline Eggenschwiler is a doctoral researcher at the University of Oxford. Her research interests include cybersecurity governance and norm‐construction. She holds degrees in International Affairs and Governance, International Management, and Human Rights from the University of St Gallen and the London School of Economics and Political Science.

Amit Elazari Bar On is a Doctoral Law Candidate at UC Berkeley School of Law and a Berkeley Center for Long‐Term Cybersecurity Grantee, as well as a Lecturer at Berkeley's School of Information Master in Cybersecurity Program. She graduated Summa Cum Laude three prior degrees in law and business (B.A., LL.B., LL.M.). Her research in the field of technology law and policy has been published and featured in leading journals and conferences, as well as popular press.

Ryan Ellis is an Assistant Professor of Communication Studies at Northeastern University. His research and teaching focuses on topics related to communication law and policy, infrastructure politics, and cybersecurity. He is the author of the upcoming Letters, Power Lines, and Other Dangerous Things: The Politics of Infrastructure Security (MIT Press).

Miles Elsden spent his early academic career in Europe and the next 10 years providing advice to the UK government most recently as Chief Scientist in Transport. He now works as a consultant at the boundary between policy, technology, and strategy.

Trey Herr is a visiting fellow with the Hoover Institution at Stanford University working on international cybersecurity and risk. His research focuses on the role of nonstate actors in cybersecurity governance, the proliferation of malware, and the evolving character of risk in cyber insurance. He is also a senior security strategist with Microsoft where he handles cloud‐computing security and supply‐chain risk for the Global Security Strategy and Diplomacy team.

Jonah Force Hill is Senior Cyber Policy Advisor at the U.S. Secret Service, where he advises on a range of cybercrime policy and strategy matters. He is also a (non‐resident) Cybersecurity Fellow at New America and a Term Member at the Council on Foreign Relations. He came to the Secret Service after several years at the U.S. Commerce Department, where he focused on global digital economy policy. He holds an MTS and MPP from Harvard University and a BA from UCLA.

Bert‐Jaap Koops is Professor of Regulation & Technology at the Tilburg Institute for Law, Technology, and Society (TILT), Tilburg University. His main research interests are cybercrime, cyber‐investigation, privacy, and data protection. He is also interested in DNA forensics, identity, digital constitutional rights, techno‐regulation, and regulation of human enhancement, genetics, robotics, and neuroscience.

Andreas Kuehn is a Senior Program Associate within the EastWest Institute's Global Cooperation in Cyberspace program. As a Cybersecurity Fellow, Dr. Kuehn conducted research on cybersecurity policy, vulnerability markets and disclosure arrangements at Stanford University's Center for International Security and Cooperation and was an adjunct researcher at the RAND Corporation, where he worked on cyber risk and the cyber insurance industry.

Aaron Martin is a Postdoctoral Research Fellow at the Tilburg Law School in the Netherlands. He was previously a Vice President of Cyber Policy at JPMorgan Chase in New York (2015–2018). He is also an Oxford Martin Associate at the University of Oxford's Global Cyber Security Capacity Centre.

Vivek Mohan is an attorney in private practice based in Northern California. Vivek entered private practice from the Privacy, Data Security, and Information Law group at Sidley Austin LLP, where he counseled clients in the technology, telecommunications, healthcare, and financial services sectors. Vivek is the coeditor and author of the PLI treatise “Cybersecurity: A Practical Guide to the Law of Cyber Risk” (3d. 2018). Vivek has worked as an attorney at Microsoft, at the Internet Bureau of the New York State Attorney General (under a special appointment), and at General Electric's corporate headquarters (on secondment). For five years, Vivek was a resident fellow and later a nonresident associate with the Cybersecurity Project at the Harvard Kennedy School. Vivek holds a JD from Columbia Law School and a BA from the University of California, Berkeley.

Matthew Noyes is the cyber policy & strategy director for the U.S. Secret Service and a Major in the U.S. Army assigned to the Office of Secretary of Defense for Cyber Policy. His work focuses on law enforcement efforts to counter transnational cyber crime and related policy topics. Matt holds a Mater in Public Policy from the Harvard Kennedy School and a BS in Computer Science and Applied Computational Mathematics from the University of Washington.

[Emilian Papadopoulos is president of Good Harbor, a boutique consultancy advising Boards, CEOs, and government leaders on cyber security. He is an adjunct lecturer at Georgetown University and previously worked for the Government of Canada in Ottawa and Washington. He is a graduate of the University of Toronto and of Harvard University’s Kennedy School, where he also serves as the elected chair of the global Alumni Board.

Valeria San Juan is an Analyst at Fundbox in San Francisco, CA. She was previously a Cyber Policy Analyst at JPMorgan Chase in New York (2017).

Elaine Sedenberg is a PhD Candidate at the UC Berkeley School of Information and Affiliate at the Harvard Berkman Klein Center. She previously served as the codirector of the Center for Technology, Society & Policy (CTSP). Her research examines information‐sharing arrangements for public good uses including security, public health, and research activities.

James Shires is a Research Fellow with the Cybersecurity Project at the Belfer Center for Science and International Affairs, Harvard Kennedy School. His research focuses on cybersecurity issues in the Middle East.

Evan Sills is a Director with Good Harbor, where he advises corporate executives on governance, risk management, cybersecurity incident response, and legislative and regulatory activities. He was a Global Governance Futures 2027 Fellow and is a graduate of The George Washington University Law School and Elliott School of International Affairs.

Leonie Maria Tanczer is Lecturer in International Security and Emerging Technologies at UCL’s Department of Science, Technology, Engineering and Public Policy (STEaPP). She is member of the Advisory Council of the Open Rights Group, affiliated with UCL’s Academic Centre of Excellence in Cyber Security Research, and former Fellow at the Alexander von Humboldt Institute for Internet and Society in Berlin. She is interested in the intersection points of technology, security, and gender.

Michael Thornton is a PhD candidate in History and Philosophy of Science at the University of Cambridge. He uses the philosophy of public health to reframe how we think about digital networks and information. Before Cambridge, Michael was a Director of Product Management at Truaxis, a MasterCard company.

Bart van der Sloot specializes in questions revolving around privacy and Big Data. He works as a senior researcher at TILT, Tilburg University, is General Editor of the European Data Protection Law Review, coordinator of the Amsterdam Platform for Privacy Research, and scientific director of the Privacy and Identity Lab.






Acknowledgments



The idea for this book started when we sat at adjoining desks inside the same office at the Harvard Kennedy School; the book was finished many years later while we sit over three thousand miles apart. Along the way a number of individuals and institutions helped make this book possible. First and foremost, Venkatesh (Venky) Narayanamurti served as our academic mentor during our time at the Harvard Kennedy School's Belfer Center for Science and International Affairs. Venky provided unfailing support and encouragement to us when we were new fellows at the Belfer Center and has remained a generous supporter in the succeeding years. Simply put, without Venky this book would not exist. We owe him a significant debt. A number of other faculty members and colleagues at Harvard were instrumental in shaping our thinking about the topics covered in the pages that follow. Joe Nye warmly welcomed us into his cyber seminar series and offered us both the opportunity to hear from a number of policy and academic heavyweights and, perhaps most importantly, catch his sharp and probing questions. Jim Waldo provided an invaluable perspective – what a technologist thinks about policy – and offered enough wisdom to fill at least another book. Michael Sulmeyer encouraged this project and kindly kept us engaged with the Center as its interest in cyber policy continues to grow and thrive. Colleagues associated with the joint MIT and Harvard project, “Explorations in Cyber International Relations,” including Nazli Choucri and Michael Siegel, provided important insight. Early‐stage preparatory work on this volume was funded, in part, by the Office of Naval Research under award number N00014‐09‐1‐0597. Any opinions, findings, and conclusions, or recommendations expressed in this publication are those of the author and do not necessarily reflect the views of the Office of Naval Research.

Emily Silk Marie provided expert editorial assistance in preparing the draft manuscript. At Wiley, Beryl Mesiadhas, Michael Leventhal, and Bob Esposito offered patience and care in assembling the volume.

Ryan would also like to thank his current colleagues at Northeastern University's Department of Communication Studies, the Global Resilience Institute, and the School for Public Policy and Urban Affairs. Northeastern has provided a creative and supportive intellectual environment. Previous colleagues at the Naval Postgraduate School and Stanford's Center for International Security and Affairs also helped lay the seeds for this project. Additionally, staff support at the Belfer Center and Northeastern's Communication Department was vital. Karin Vander Schaaf, Patricia McLaughlin, Sarah Donahue, and Angela Chin assisted with issues both big and small during the preparation of the book. Their efforts were instrumental in making this book a reality. Ryan thanks his family for their love and encouragement.

Vivek would like to thank Jack Goldsmith of Harvard Law School, whose encouragement and mentorship over the years provided needed focus; and spurred the curiosity and passion to explore both the practice and the learning of the law. Alan Raul and Ed McNicholas of Sidley Austin LLP, and through their introduction, Peter Lefkowitz and Jane Horvath, for teaching Vivek the law, and how to practice it; and to all of the above for their continued friendship. Of course, Vivek would like to thank his infinitely patient wife Ariana, who has provided loving support and has acted as a sounding board for many of editorial comments and perspectives contained herein.

Finally, we would like to dedicate this book to one of the contributing authors – Samantha Adams. Samantha tragically passed away during the production of this book. The chapter included here is one of her last pieces of finished work.






Introduction



I.1 Making Sense of Cybersecurity Governance

On 23 September 1982, Representative Don Edwards, a longtime member of the United States House of Representatives, presided over a congressional hearing to consider a new type of crime – “computer‐related crime.” Edwards set the scene:

As the use of computers expands in our society, the opportunity to use computers to engage in or assist in criminal activities also expands. In response to this perceived problem, a number of States has enacted legislation specifically aimed at computer fraud. The Federal Bureau of Investigation offers its agents specialized training in computer fraud. Private industry is attempting to enhance the security of its computer facilities.1


Edwards' statement would, with slight tweaking here and there, more or less be repeated like boilerplate for the better part of the next three‐and‐a‐half decades. Repeatedly, various policymakers sitting in subcommittee meetings, policy forums, and other public venues would note that computers were increasingly ubiquitous and that their diffusion was, among other things, leading to new types of harm that call for new types of solutions. At times, the claimed harms were speculative or theoretical; equally often, the calls for solutions followed publicized incidents that increasingly resonated in the public consciousness.

A little over 15 years after Edwards introduced the hearing on computer‐related crime, US Senator Fred Thompson introduced a similar hearing to examine the public risks presented by weak computer security. Thompson could have been reading from Edwards' prepared remarks. He noted that, “[c]omputers are changing our lives faster than any other invention in our history. Our society is becoming increasingly dependent on information technologies that which are changing at an amazing rate.”2 Thompson would go on to note that these trends create new vulnerabilities that we must now confront.

In time, the lexicon slid into the expansive and ill‐defined catch‐all of “cybersecurity,” a term initially loathed by technical experts but embraced with such vigor within policy‐circles that it appears to be here to stay. “Cybersecurity” issues are repeatedly framed as an eternally new problem – something that is just peaking over the horizon that must be confronted now. This framing is attractive: it captures the sense that new technologies create new problems and dilemmas; and it freights the problem with a sense of urgency – we must act now before it is too late. This frenetic energy – which has escalated to a fever pitch over the last decade and shows no sign of abating – imbues discussants with cause and reason to reject incrementalism. At times, this provides the necessary fora to be receptive to novel or transformative ideas.

But this presentation obscures as much as it illuminates. Presenting cybersecurity as a fundamentally new and unaddressed problem elides the long history of security interventions. It shoves to the side the lattice of institutions – laws, organizational practices, and formal and informal rules – that have been built over time to address the myriad challenges associated with the rise of networked computers. Some of these practices have been useful, others have been hopeless dead‐ends. But, ignoring them and assuming that we are confronting a new problem and need to invent a new set of tools and approaches ignores the stubborn reality: we have been confronting these challenges in various forms for decades.

Cyberspace is not an ungoverned space outside of laws, institutions, and power. As Joe Nye, Laura DeNardis, Jack Goldsmith, Tim Wu, and others have usefully pointed out, there is a rich thicket of organizations and institutions that provide structure, shape, and limits in cyberspace.3 There are vital and enduring analogs between the cyber and physical domains.4 The world of digital devices and networks is dotted with points of control.5 This insight is equally useful when it comes to examining the narrower question of cybersecurity governance. The security space is not a free‐for‐all. Far from it. It is a space defined by competing organizations and institutions that seek to impose some form of control in the name of security. What exactly is meant by security is always an open and contested question. In some settings it might mean the protection of devices, data, or networks; in others, security might be translated into control of forms of speech or expression that are seen as politically unpalatable; in still other arenas, security might mean protection from non‐state actors, but say little about governmental efforts to subvert technical protections over personal data. Questions about cybersecurity – just like questions about security in a broader sense – are always open to multiple interpretations. Two questions always hang in the air either explicitly or implicitly: Security of what? And security from whom?

This collection looks to make sense of the governance of cybersecurity. It explores through various case studies some of the competing organizational efforts and institutions that are attempting to secure cyberspace. The book looks not to the future – to hypothetical new possibilities to confront a new set of previously unknown problems – but to the recent past and the present. It examines some of the in‐place and unfolding institutional and organizational efforts to confront the challenges of cybersecurity. Rather than examining these efforts through a purely narrow normative lens – does it work? – it considers the broader implications of these efforts. It traces how different notions of cybersecurity are deployed and built into stable routines and practices, what can be termed the “bureaucratization of risk.” In doing so, the chapters collected here share a set of common interest: how are fears over cyber‐insecurity being distilled into organizational efforts and institutional frameworks? Importantly, what are the larger implications – for workers, firms, the public, and competing sets of values – of these organizational practices and frameworks? Security is, and has long been, a key axis upon which decisions about communications technologies and networks sit. Looking closely at these efforts as forms of governance – efforts to control and manage something seen as unruly – helps draw into clear relief what is at stake: Cybersecurity efforts are (and have been for quite some time) remaking the digital technologies that are the foundations of contemporary life. Examining more closely the various efforts documented in the chapters that follow offers a partial portrait at some of the ways that these efforts are unfolding and what we are gaining and losing in the process.

In the pages that follow, readers are encouraged to consider the deep engagement of various communities working to define and respond to cybersecurity issues. At the same time, readers may consider the impact and import of the siloed verticals that define many of the case studies. As the number of cybersecurity professionals continues to grow at exponential rates, the risk of failing to learn from not only our recent past, but what is happening right beside us, becomes ever more evident. That is not to say that these silos must in each case be broken down – while enterprising readers may be able to stitch together their own “Grand Unified Field Theorem” for cybersecurity policy, the editors are hopeful (and view it as perhaps far more likely) that these deep dives present useful lenses into different policy, legal, and technical approaches to various facets of the “cybersecurity problem.” The case studies intentionally take different approaches in their commentary, but three shared thematic threads run through the book.




I.2 Connective Tissue: Common Themes


I.2.1 Cybersecurity is Contextual

Cybersecurity does not exist in a vacuum. It is always contextual. Cybersecurity efforts are rooted in the specifics of time and place. These efforts are molded by the preexisting outlines of political organizations and institutions, industrial ecosystems, and larger regional and international political rivalries and alliances. To understand how certain issues are framed as cybersecurity challenges and how certain approaches to these challenges are developed and deployed, it is important to ground these efforts within these larger contexts. Elaine Sedenberg and Jim Dempsey's “Cybersecurity Information Sharing Governance Structures: An Ecosystem of Diversity, Trust, and Trade‐offs” (Chapter 1) offers a sober account of what happens when context is ignored. In their analysis of cybersecurity information sharing efforts and the Cybersecurity Information Sharing Act of 2015 (CISA), Sedenberg and Dempsey argue that policy lacking historical memory is doomed to fail. CISA was an ambitious attempt to kick‐start new information sharing efforts. But, it ignored the institutional labyrinth and information‐sharing mechanisms that already existed. Information sharing is much more than a technical problem. As the chapter notes, the failure to account for this broader context limits the efficacy of CISA.

In “Cybersecurity Governance in the GCC” (Chapter 2), James Shires offers a detailed account of cybersecurity in the six states of the Gulf Cooperation Council (GCC). Shires illustrates how national and regional politics shape cybersecurity governance. In drawing an overview of regional incidents, key government organizations and cybersecurity firms, and relevant strategies, laws, and standards, the chapter makes the case that cybersecurity is regionally specific. The contours of cybersecurity are influenced by larger circulating cultural notions and pressures, but national and regional politics plays a decisive role in shaping how cybersecurity is both understood and confronted. Shires work serves as a call for regional and national specialization. This call is ably answered by Leonie Maria Tanczer, Irina Brass, Miles Elsden, Madeline Carr, and Jason Blackstock in “The United Kingdom's Emerging Internet of Things (IoT) Policy Landscape” (Chapter 3). Tanczer and coauthors explore how the United Kingdom is confronting the security challenges of IoT, a sea change in the deployment of sensors and connected technologies that emerged quickly and largely with little regulatory guidance. They explore how UK IoT efforts are linked to and defined by a dense institutional landscape. They offer a tantalizing note: as the United Kingdom prepares to exit the European Union, it is unclear how this political realignment will upset existing cybersecurity efforts.

Understanding the relationship between context and cybersecurity is not only a matter of mapping existing political institutions. Emilian Papadopoulos and Evan Sills' “Birds of a Feather: Strategies for Collective Cybersecurity in the Aviation Ecosystem” (Chapter 4) examines the interplay between industrial ecology and cybersecurity. Focusing on cybersecurity and aviation, they observe a complex industry that includes thousands of organizations, from global giants, such as Lufthansa and United Airlines, to smaller or more obscure players, such as regional airports, the manufacturers of In‐Flight Entertainment systems, and luggage management organizations. This knot of organizations creates shared cybersecurity risks, collective risks that cannot be adequately addressed by a single firm or organization. Papadopoulos and Sills discover that the unique nature of the aviation industry is leading to new collective approaches to risk management. Their insights offer a useful reminder: cybersecurity cannot be stripped from a larger political, economic, and organization context. For both practitioners looking to develop workable policies and scholars examining cybersecurity critically, focusing on context is vital.



I.2.2 Cybersecurity is Dynamic

Cybersecurity joins together government and industry in a set of contingent relationships. The interplay between the public and private sector is not easy to pin down. At some moments, they are willing and engaged partners working hand in glove; at others, they are adversaries working at cross‐purposes. The chapters that follow chart all manner of public and private configurations. Jacqueline Eggenschwiler's “An Incidents‐Based Conceptualization of Cybersecurity Governance” (Chapter 5) describes various formal approaches to cybersecurity governance. In looking at three different cases – a 2016 cyberespionage case involving RUAG, a key Swiss defense contractor; the collaborative containment activities of the Conficker Working Group (CWG); and Symantec's cybersecurity practices – Eggenschwiler fleshes out the contours of hierarchical, multi‐stakeholder, and market‐based modes of cybersecurity governance. The chapter concludes that there is no one‐size‐fits‐all approach to cybersecurity governance.

Eggenschwiler's observation echoes across a number of chapters. Valeria San Juan and Aaron Martin's “Cyber Governance and the Financial Services Sector: The Role of Public–Private Partnerships” (Chapter 6) looks at the cooperation challenges within the financial services sector. Calling for public–private partnerships to tackle the thorny problems of cybersecurity is a familiar and evergreen recommendation: Who could possibly argue against cooperation? But, such efforts can also be something of an empty promise: a recommendation that shirks defining lines of responsibility and accountability and, in their place, leaves an ill‐defined commitment to work together without thinking through the difficult mechanics of putting these into practice. Looking at the financial services sector, San Juan and Martin provide an up‐close examination of three different public–private partnerships. They find both cause for optimism and caution in the multi‐stakeholder model of public–private cooperation. In their telling, neither industry or government can confront the challenges of cybersecurity alone. They argue that public–private efforts stumble when attempting to address systemic risk.

The challenges of confronting long‐term and systemic risk reappears in Samantha A. Adams, Karine e Silva, Bert‐Jaap Koops, Bart van der Sloot's “The Regulation of Botnets: How Does Cybersecurity Governance Theory Work When Everyone is a Stakeholder?” (Chapter 7). Adams and coauthors examine the coordination challenges that emerge when a cross‐national mix of public and private players join together to combat botnets. To work in practice, the type of polycentric governance efforts that Adams and coauthors document call for either a supranational or key nation to act as a coordinating mechanism. Transnational criminal justice efforts to date, however, have largely been reactive, focusing on immediate challenges while leaving long‐term issues unaddressed (Tanczer and coauthors also see a similar challenge in the United Kingdom's IoT strategy in Chapter 3).

Trey Herr's investigation of the cybersecurity insurance market, “Governing Risk: The Emergence of Cyber Insurance” (Chapter 8), uncovers another configuration of public and private. Herr finds a useful interplay between the insurance industry's development of cybersecurity policies and the enforcement of standards. While the federal government has largely, though not exclusively, taken a voluntary approach to developing and implementing cybersecurity standards, insurers have the power to transform these standards into binding and enforceable rules. This model of governance skirts the often politically unpalatable prospect of direct regulation, with a model that is led by the market with significant space for input from both public and private standards bodies.

Michael Thornton's “Containing Conficker: A Public Health Approach” (Chapter 9) examines the limits of purely private approaches to cybersecurity governance. Thornton examines how “the cabal,” an ad hoc group of experts that would be later renamed the CWG, came together to respond to the Conficker worm. Thornton finds an argument in favor of hierarchy and government. Members of the CWG referenced the informality of the group as a key strength, but, as the chapter notes, this model can significantly diverge from or even thwart larger public goals. Popular accounts framed CWG as superheroes that swooped in to save the day – the private sector rescuing the public from nasty malware. But, as Thornton wryly remarks, “[t]he problem with the X‐Men is that sometimes they save the planet and sometimes they start a civil war.” Thornton argues that in praising or adopting these informal and ad hoc (and nongovernmental) approaches, we sacrifice accountability and larger ethical considerations. In place of purely private efforts, Thornton argues for the adoption of a public health approach to confronting cybersecurity that carves out a key space for government participation.

The public and private sector are not only willing or even tentative allies, occasionally they are adversaries. Andreas Kuehn and Ryan Ellis examine the rise of the market for software flaws in “Bug Bounty Programs: Institutional Variation and the Different Meanings of Security” (Chapter 10). As Google, Microsoft, Facebook, and hundreds of other companies rush to start purchasing flaws in their software and services, they are drawn into competition with intelligence agencies, militaries, and others that also seek to purchase flaws in order to exploit them for gain. Here, as Kuehn and Ellis show, the private sector is attempting to use the market to improve software security and, to some degree, keep flaws out of the hands of those that want to use them for surveillance, sabotage, or crime. The institutional model of bug bounty programs is still forming. As the authors note, multiple different bounty models are currently being tried and tested. In each case, within these efforts there is a tension between the desire to improve the broader software ecosystem and the desire of governments to use the holes in this ecosystem for law enforcement, intelligence, or military purposes. The public and private sectors are not simply allies: they are at times direct competitors.



I.2.3 Cybersecurity is Never Value‐Free

Cybersecurity is a way of ordering competing values. Cybersecurity efforts explicitly and implicitly arrange different and at times oppositional goals. Security efforts always bump against other important values. Jonah Force Hill and Matthew Noyes examine the tension between state sovereignty and globalized data flows in “Rethinking Data, Geography, and Jurisdiction: A Common Framework for Harmonizing Global Data Flow Controls” (Chapter 11). Modern data storing slices data into fine‐grained portions – “sharded” – and distributes it across the globe. As Hill and Noyes detail, the fragments then slosh across legal jurisdictions, moving from one geography to another, as cheaper storage become available elsewhere. Here, we see tensions that can emerge within cybersecurity. How do we reconcile globalized data with the needs of law enforcement, local or regional privacy laws, and more generally core questions of national sovereignty? Hill and Noyes argue that it is time to radically rethink the piecemeal approach to solving these sorts of questions. Developing a common framework for global data flows, as they show, requires facing head on the competing values at play.

Amit Elazari Bar On visits the world of bug bounties in “Private Ordering Shaping Cybersecurity Policy: The Case of Bug Bounties” (Chapter 12). Elazari Bar On provides the first comprehensive analysis of bug bounty legal terms. The chapters find a raw tension between software security and the security of hackers participating in these budding programs. The use of form‐contracts in bounty programs can – and does – leaves security researchers in legal jeopardy. While bounty programs prioritize fixing software and improving security, they create legal precarity or insecurity for market participants. As Elazari Bar On argues, a legal regime that hopes to foster ethical hacking must work to offer researchers better legal safeguards.

Conflict and competition among competing values and interests sit at the heart of much of cybersecurity governance. Indeed, this core theme appears repeatedly across the pages of the book. Shires (Chapter 2) sheds light onto how cybersecurity can be reinterpreted for political purposes. Security is elastic, it can be stretched to serve all manner of ends. Even when cybersecurity is not deliberately repurposed to instrumentally serve larger political ends, it cannot but help implicate other values. Tanczer and coauthors (Chapter 3) see the United Kingdom's IoT strategy as a veiled referendum on privacy. Thornton (Chapter 9) shows how security efforts raise vital questions about how we balance security with accountability. In these and many other of the cases that follow questions about security are always about something larger: They are about the values we hold dear and the difficult work of mapping and acknowledging trade‐offs between competing interest. It is our hope that the cases assembled in the book will help shed some light on the sorts of bargains we are making in the name of cybersecurity and allow interested readers to start sorting out the wise from the foolhardy.
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1.1 Introduction

Policymakers and corporate representatives have frequently discussed cybersecurity information sharing as if it were a panacea. The phrase itself refers to many different activities and types of exchanges, but from about 2009 to the end of 2015, the cybersecurity policy debate in Washington, DC, was dominated by calls for greater information sharing. 1 Influenced in part by the post‐9/11 theme of “connecting the dots,” both policymakers and the private sector commonly accepted that improved cybersecurity depended on – and would flow inexorably from – expanded information sharing within the private sector and between the private sector and the federal government.2 This view seemed to rest upon the assumption that with more information, systems may be made more secure through prevention measures or rapid remediation. Policymakers, reluctant to regulate cybersecurity standards, viewed voluntary information sharing as a tangible coordination activity that could be incentivized through policy intervention and sometimes directly facilitated by federal government roles.3 The policy debate culminated with the 2015 passage of the Cybersecurity Information Sharing Act (CISA).4 The law sought to encourage information sharing by the private sector by alleviating concerns about liability for sharing otherwise legally restricted information. It also sought to improve sharing within the federal government and between the government and the private sector.

CISA was debated and adopted after several decades of efforts within law enforcement and national security agencies to coordinate and increase information sharing with and within the private sector. The US Secret Service (USSS) established the New York Electronic Crimes Task Force (ECTF) in 1995 to facilitate information exchanges among the private sector, local and national law enforcement, and academic researchers. In 2001, the USA PATRIOT Act mandated that the USSS create a nationwide network of ECTFs, which eventually consisted of over 39 regional hubs.5 In 1998, Presidential Decision Directive 63 (PDD‐63) authorized the Federal Bureau of Investigation (FBI) to create a National Infrastructure Protection Center (NIPC) as a focal point for gathering and disseminating threat information both within the government and with the private sector.6 PDD‐63 simultaneously directed the national coordinator for infrastructure protection to encourage the private sector to create an Information Sharing and Analysis Center (ISAC).7 The role of the private sector center was to collect and analyze private‐sector information to share with the government through the NIPC, but also to combine both private‐sector information and federal information and relay it back out to industry.8 Although PDD‐63 anticipated that there would be one national ISAC, various sectors ultimately formed their own ISACs focused on industry‐specific security needs.9

Over time, additional federal agencies also developed their own information‐sharing systems and procedures. For instance, US Computer Emergency Readiness Team (US‐CERT) – an organization that took over many of NIPC's functions after it was dissolved following a transfer to the Department of Homeland Security (DHS) – releases vulnerability information and facilitates response to particular incidents. Various other information exchanges and feeds – each with its own scope, access policies, and rules – were established across federal agencies charged with securing aspects of cyberspace. For example, in 2001 the FBI formally announced its “InfraGard” project, designed to expand direct contacts with private‐sector infrastructure owners and operators, as well as to share information about cyber intrusions, exploited vulnerabilities, and infrastructure threats.10

In addition to these piecemeal federal efforts to expand cyber information sharing, private‐sector information‐sharing arrangements also proliferated. Antivirus software companies agreed to share virus signatures with each other, essentially deciding to differentiate themselves on platform usability and support instead of competing for data.11 Additionally, security researchers and individual corporate professionals formed ad hoc arrangements around critical responses to major incidents such as the Conficker worm and the Zeus botnet – threats that required coordination of response as well as exchange of information.12

Consequently, even before CISA was enacted, an ecosystem of information exchanges, platforms, organizations, and ad hoc groups had arisen to respond to increasingly pervasive and complex security threats within all industries. Today, this ecosystem of information‐sharing networks is characterized by a high degree of diversity – the result of years of evolving policies and cooperative models, driven by both the federal government and private sector. Information‐sharing models and structures operate in different niches – working sometimes in silos, occasionally duplicating efforts, and sometimes complementing each other.13

CISA attempted to advance information sharing on four dimensions: within the private sector, within the federal government, from the private sector to the government, and from the government to the private sector. However, the legislation was enacted without first fully mapping the ecosystem that had developed in the preceding years. Little effort was made to identify what was working effectively and why, or to de‐conflict existing federal programs. Instead, the private sector repeatedly stated – and policymakers accepted – that concerns over legal liability (mainly arising, it was asserted, from privacy laws) were inhibiting information sharing. Therefore, one of CISA's major provisions was liability protection for private sector organizations as an incentive for more information sharing.

CISA's usefulness and impact on the information‐sharing ecosystem has yet to be demonstrated. On the contrary, our study suggests that the law did little to improve the state of information sharing. If anything, it only added more hurdles to federal efforts by mandating that the federal portal include unnecessary technical details (free‐field text entry) and cumbersome submission methods (e‐mail). The law lacked specificity on how federal efforts would work with each other and with already existing information‐sharing networks in the private sector. Focusing almost solely on the private sector's liability concerns, it failed to address other key factors associated with sharing, including trust management, incentives, reciprocation, and quality control. In sum, CISA was a policy intervention divorced from existing sharing mechanisms and lacking a nuanced view of important factors that could enable agile exchanges of actionable information.

This chapter focuses on cybersecurity information within the private sector and between the private sector and federal government (leaving to others the issue of sharing within the federal government itself). It examines how governance structures, roles, and associated policies within different cybersecurity information‐sharing organizations impact what information is shared (and with whom) and the usefulness of the information exchanged. This research is based on a qualitative analysis of 16 semi‐structured interviews with cybersecurity practitioners and experts. Using these interviews and other available information on cybersecurity sharing, we have created a taxonomy of governance structures that maps the ecosystem of information‐sharing organizations – each of which fills particular security needs and is enabled by different policy structures. This chapter discusses the implications of these policies and structures for values that directly impact sharing, particularly the trade‐off between trust and scalability. This research illustrates how different governance models may result in different degrees of success within the complex and changing cybersecurity ecosystem. Our findings point to lessons – mainly cautionary ones – for policymakers seeking to encourage improvements in cybersecurity. This chapter focuses on information sharing within the United States, but given the multinational nature of many private sector companies, some findings may be relevant internationally.

The types of cybersecurity‐related information that could be shared to improve cybersecurity defenses and incident response include incidents (including attack methods), best practices, tactical indicators, vulnerabilities, and defensive measures. Generally, the organizations we describe in this chapter are engaged in sharing tactical indicators, often called “indictors of compromise” (IOCs). An IOC can be defined as an artifact that relates to a particular security incident or attack. IOCs may be filenames, hashes, IP addresses, hostnames, or a wide range of other information. Cybersecurity defenders may use IOCs forensically to identify the compromise or defensively to prevent it.14



1.2 Taxonomy of Information‐sharing Governance Structures and Policies

Over time, different cybersecurity information‐sharing structures have arisen to address particular needs or challenges. Given the wide range of information types, federal roles, industry sectors, and information sensitivities at issue, it is perhaps inevitable that an array of information arrangements has formed, each serving particular perceived needs, each with its own priorities and challenges, and each with its own respective membership policies and governance structures. Our research identified at least seven information‐sharing models:


	Government‐centric

	Government‐prompted, industry‐centric

	Corporate‐initiated, peer‐based (organizational level)

	Small, highly vetted, individual‐based groups

	Open‐source sharing platforms

	Proprietary products

	Commercialized services



To understand these governance models, our taxonomy articulates different policy and organizational approaches to sharing, as well as their impact on mission, participation, risk/benefit trade‐offs, and efficacy (Table 1.1).



Table 1.1. Taxonomy of information‐sharing models.




	Classification
	Organizational units
	Example organizations
	Governance types





	Government‐centric
	Government operated; private‐sector members can be corporations, private sector associations (e.g. ISACs), nonprofits (e.g. universities), or individuals
	DHS AIS; US‐CERT; ECTF; FBI's e‐guardian; ECS
	Federal laws and policies; voluntary participation;
rules range from open sharing subject to traffic light protocol or FOUO (for official use only) to classified information restrictions (ECS)



	Government‐prompted, industry‐centric
	Sector or problem specific
	ISACs; ISAOs
	Sector or problem specific; voluntary participation; generally organized as nonprofits, use terms of service or other contractual methods to enforce limits on re‐disclosure of information



	Corporate‐initiated, peer‐based (organizational level)
	Specific private companies
	Facebook ThreatExchange; Cyber Threat Alliance
	Reciprocal sharing; closed membership; information controlled by contract (e.g. ThreatExchange Terms and Conditions)



	Small, highly vetted, individual‐based groups
	Individuals join, take membership with them through different jobs
	OpSec Trust; secretive, ad hoc groups
	Trust based upon personal relationships and vetting of members; membership and conduct rules



	Open‐source sharing platforms
	
	Spamhaus Project
	Information published and open to all; no membership but may be formed around community of active contributors and information users; one organization may manage platform infrastructure



	Proprietary products
	Organization or individuals participate by purchasing the product
	AV and firewall vendors
	Information via paid interface; responsibility and security management still in‐house



	Commercialized services
	Organizations purchase service
	Managed security service providers
	Outsourcing of security







1.2.1 Government‐centric Sharing Models

The cybersecurity policy of the US federal government is simultaneously oriented towards many different goals, ranging from national security, to protecting federal IT systems, to investigating and punishing cybercrime, with the overarching goal of ensuring a healthy and productive US economy through the protection of American critical infrastructures and intellectual property. Each goal results in different information‐sharing priorities.15 Given the number of federal agencies involved in some aspect of cybersecurity, the growth of information‐sharing systems is not surprising – even if it is frustrating to information consumers. Federal information‐sharing programs range from the FBI’s eGuardian and InfraGard, to DHS's Automated Information Sharing (AIS) program and its narrowly tailored Enhanced Cybersecurity Services (ECS) program, USSS ECTF alerts, and US‐CERT alerts and tips.

The role of the federal government in improving cybersecurity may be viewed from a public good perspective, whereby federal investment in cybersecurity would adjust for underinvestment by individuals and the private sector.16 However, for such public investment to be effective would require first an understanding of what the private sector lacks and whether the government has what is lacking or could effectively acquire it and make it available in a timely fashion. In fact, leaving aside the question of whether the private sector really suffers from a lack of cybersecurity information, there are limitations to the federal government's ability to quickly and efficiently share information. Accordingly, there are significant challenges associated with expecting the federal government to fulfill a role as central information collector and disseminator.

Given the network of national security, intelligence, and law‐enforcement entities, some government‐held information becomes trapped within classification restrictions, involving extensive security standards for personnel, IT networks, and physical facilities, and severely limiting recipients and methods of disbursement. The Pentagon' Defense Industrial Base (DIB) cybersecurity program and DHS's ECS program were developed to disseminate such classified data within special security agreements. These programs trade limited access for greatly improved information quality. As implemented, they appear not to be intended to support dissemination to a wide number of recipients. Instead, they disseminate information to just a handful of communications service providers (AT&T, CenturyLink, and Verizon) plus Leidos (formerly SAIC), entities that provide cybersecurity services to a multitude of customers and have the capability to ingest and act upon the information provided. In contrast, the reach of DHS's Cyber Information Sharing and Collaboration Program (CISCP) is broader (although still restricted), but it focuses on sharing analytic products with the private sector and therefore trades speed for context. (CISCP offers a range of products, including indicator bulletins intended to support faster action to thwart attacks and remediate vulnerabilities.17)

At the other end of the spectrum, membership requirements for organizations such as the USSS ECTFs are much less strenuous, requiring a referral by someone already in the organization. The ECTFs disseminate information mainly by e‐mail (and in‐person meetings). Information shared on the listserv is regulated using the traffic light protocol, where each color defines how it may be used and re‐disclosed.18 Only the USSS sends information to the ECTF listservs, although the information may originate from many different sources.

Several interviewees discussed a hesitation after the Snowden revelations to share information with any US government agency, regardless of the formal governance mechanisms. They cited general cultural unease, as well as fear of negative publicity if and when the sharing came to light. One federal employee involved in information sharing commented that “post‐Snowden, and almost certainly now post‐WikiLeaks, [getting the private sector to share] is going to become more difficult for us. We are battling a lot of perception.” Internationally, for any company subject to European regulation, these cultural and reputational concerns are heightened and augmented by the assumption that sharing information with the US government would violate the 2016 EU General Data Protection Regulation (GDPR).

The regulatory and law‐enforcement powers of the federal government at times may discourage sharing from the private sector. Yet, the existence of those powers may also incentivize sharing, at least on a case‐by‐case basis, for they represent capabilities to act against cyberthreats in ways not available to the private sector.19 One cybersecurity practitioner commented: “Law enforcement [are] the people who are able to take special action to identify and attribute this information to individuals, who have authority to utilize rule of law, court orders, subpoenas, everything that's required essentially to take authoritative action and prosecute these individuals. Nothing pulls them [attackers] out of the ecosystem quite as well as putting them in jail for their crimes.”

Even when legal barriers and the government's negative reputation are mitigated, sharing with the government can be difficult. Interviewees complained that there is a high barrier to participation in DHS's AIS due to the technical requirements for setting up the sharing interface.

The fact that the US government's role in information sharing remains fractured among many different agencies – each with its own respective priorities to share inside or outside of the government itself – is not necessarily undesirable. It might be effective to have different agencies play different roles. However, it is not clear that there is a unified policy or strategy for the proliferation of federal information‐sharing programs with broadly defined and overlapping missions. What we see is a failure in both directions: private entities share relatively little information with the government, and what information the government shares is outdated or otherwise not actionable. Outside of specialized sharing arrangements such as the ECS, there are weak incentives for the private sector to take on the reputational risks and the administrative and technical burdens of sending information to the government.

Contrasted with the publicly endorsed but not yet realized goal of large‐scale, large‐volume sharing arrangements, the most effective reciprocal sharing between the private sector and the federal government may occur on an ad hoc basis, founded on personal connections between security professional in and out of government and on the unique strengths of particular agencies. For example, a national security agency may have the most to offer when an attacker is a foreign government, the FBI may have the most to offer when the attack appears to be a criminal matter, and the DHS or US CERT may be particularly useful in terms of remediation. In some reaches of the cybersecurity community, as one interviewee noted, there is a high crossover of personal relationships between “feds” and the private sector – which allows for direct sharing and consultation through interpersonal connections, as opposed to automated or systematic means. Given current trends, it seems there is a long way to go before the federal government could function as a central collector and switching hub for all cybersecurity information. Federal information‐sharing programs could benefit from a more realistic assessment of the federal government's strengths in partnering with, and responding to the needs of, the private sector.



1.2.2 Government‐Prompted, Industry‐Centric Sharing Models

As noted above, in 1998, President Bill Clinton directed his national coordinator for security and counterterrorism to consult with owners and operators of critical infrastructure in order to encourage them to create “a private sector information sharing and analysis center.” Although Clinton’s directive contemplated a single center for all of the private sector, multiple ISACs were established over the next two decades, mainly on an industry‐specific basis, to serve as collection and analysis points for private‐sector entities to share data on a peer‐to‐peer basis, to feed information into the federal government, and to provide a channel for federal information to flow out to the private sector. Though prompted by federal action, ISACs were intended to be led by the private sector. There are currently more than 20 ISACs. Their industry‐specific focus seems to be based on the assumption that cybersecurity threats are most effectively shared among those within a single industry.20

In 2015, President Barack Obama encouraged the creation of Information Sharing and Analysis Organizations (ISAOs) to supplement the ISACs. This support for ISAOs was based on the belief that some companies do not fit neatly within a traditional industry classification.21 ISAOs have sprung up around a variety of organizing principles, including industry (e.g. legal services and sports), region (e.g. Maryland, Southern California, and Northeastern Ohio), or problem (e.g. Trustworthy Accountability Group [TAG] and Cyber Resilience Group).22

The Financial Services ISAC (FS‐ISAC) is widely cited as the canonical example of a successful information‐sharing arrangement. As of October 2017, it had 7000 members, including commercial banks and credit unions of all sizes.23 In its early days, the FS‐ISAC benefitted from (among other factors) the financial sector’s having a primary geographic hub, within New York City. Mutual dependencies among institutions in the financial services sector also helped supply the trust required to kick off the FS‐ISAC. “The banks [although] competitors, are also counterparties. They know that even though they want to beat the other banks, they need them because they’re on the other ends of the trades.” Personal relationships between security professionals at the banks engendered trust. The importance of personal relations may have helped the FS‐ISAC successfully navigate the hurdle of including law‐enforcement participants, by slowly introducing into the exchange “feds” who had existing relationships with members.

Trust based on geographic proximity and personal relationships has its limits. For the FS‐ISAC, there may be a trade‐off between size and trust. It was reported in August 2016 that eight of the largest banks in the US had formed their own subgroup for cybersecurity information sharing and cooperation, one of “a couple dozen” subgroups within or associated with the FS‐ISAC.24 Other factors associated with maturity may also impact trust. In 2016, the FS‐ISAC sold its sharing platform, Soltra, to the for‐profit NC4 because management had become too burdensome for the organization. Some of our interviewees expressed uncertainty about the seemingly sudden acquisition of the open‐source platform by a proprietary company. Others viewed this as a sign of success, indicating that the FS‐ISAC had matured to a point where its core platform could be commercialized.

From a governance perspective, ISACs and ISAOs represent a unique model: federal policy prompted their creation, but governance was ceded to voluntary groups of organizations facing common cybersecurity threats and sharing common goals. The hands‐off, partnership model has fostered a network of organizations that responds to the needs and challenges of particular sectors, while offering the opportunity to coordinate with the federal government (e.g. many ISACs contribute to DHS's AIS and include law‐enforcement agencies within their membership). ISACs and ISAOs are typically nonprofits that manage membership and activities. For example, members of the FS‐ISAC apply and pay a membership fee. Membership requirements vary by ISAC or ISAO, but the flexibility of the independent governance model allows each entity to reflect the needs of its community.25 The National Council of ISACs (NCI) coordinates activities between ISACs and has a leadership presence at federal meetings, which helps to foster some high‐level collaboration.26 An ISAO Standards Organization has also been set up, as a voluntary standard‐setting organization that works with information‐sharing entities on standards, guidelines, and best practices.27 It is hard to assess the effectiveness of the ISACs and, even more so, the newer ISAOs. However, the federal government seems to have facilitated internal dynamics that allow trust to seed itself by encouraging the process of ISAC and ISAO creation but allowing industry to self‐govern along sectoral or thematic lines.




1.2.3 Corporate‐initiated, Peer‐based Groups

Some companies have undertaken on their own initiative and without government intervention to coordinate information sharing in order to address particular needs. For example, antivirus vendors have agreed to share virus signatures and other indicators of compromise, essentially deciding to not compete on the underlying information but on other features of their products.28 In 2014, these vendors formed the Cyber Threat Alliance (CTA). The CTA requires that all participants contribute threat intelligence daily. It has designed a system that not only exchanges fresh indicators of compromise but also fosters discussions about the context for the shared data and produces “adversarial playbooks.” Most recently, it has begun automating the delivery and configuration of endpoint controls on members' systems.29 In 2017, the CTA became a nonprofit and hired leadership to manage its growing network of participants – the same governance model by which many ISACs are run.30

Facebook's ThreatExchange also follows the closed membership and required participation model. ThreatExchange grew out of Facebook's efforts to rapidly handle malware spam attacks on its site that were also hitting other large internet companies.31 Membership has been generally restricted to large peer companies, including Pinterest, Twitter, and Tumblr. Unlike ISACs, it is run by Facebook, not by an independent entity.

There is an unknown number of other privately sponsored cybersecurity information‐sharing entities. The Advanced Cyber Security Center (ACSC), for example, was created by Mass Insight, a Boston‐based consulting and research firm. ACSC brings together industry participants from the health care, energy, defense, financial services, and technology sectors, as well as government officials and academics. It is governed by a board of directors and a participation agreement, whereby members agree to share sensitive information confidentially.32

By orienting around a shared set of problems, these information exchanges can be tailored to fit the specific needs of their members (or their creators). As these exchanges appear to cater to larger, more established organizations, they may be better able to achieve reciprocity in sharing. However, this may leave out smaller companies, which need to find other means to secure their networks. In addition, these organizations may face issues of sustainability. For example, as of 30 October 2017, the most recent update to the homepage for Facebook's ThreatExchange was over a year old.



1.2.4 Small, Highly Vetted, Individual‐based Groups

Cybersecurity professionals have formed small, highly vetted online communities of peers to share sensitive, actionable information with the goal of promptly remediating attacks and other problems. Membership is held by individuals, not by organizations. These communities function largely in secret in order to protect their operations. Operations Security Trust is one example. Its skeletal website states: “Ops‐T does not accept applications for membership. New candidates are nominated by their peers who are actively working with them on improving the operational robustness, integrity, and security of the Internet.”33 Though each group has its own membership vetting requirements and community standards, vetting usually involves a personal recommendation by a current member. Vetting rules may include restrictions on who can vet whom; some groups require that a newcomer have recommendations from individuals who do not work for the same employer as the newcomer. An interviewee noted: “Typically, the more vetted ones, they just don't typically vouch a lot of people that aren’t under outside levels of trust already. With those, you may or may not get an invite. Then also, as far as kind of the vouching levels go, it may require zero vouches once you’ve been nominated ranging up to two or three different individuals who can vouch.”

These groups are small by design, for their members require a high degree of trust in order to rapidly exchange information about ongoing attacks (which involves some disclosure of vulnerabilities), to solicit advice on how to respond, and to share lessons from attacks they have experienced (which again may involve some discussion of vulnerabilities) so others may take preventative actions. Interviewees stressed the importance of the small size of these organizations. For instance, one commented: “The unfortunate thing is the sliding scale, because as the groups become larger the pool of people may tend to start to evolve into a less trusting relationship because now there's more fingers in the pie, so to speak. You may not be quite aware of who your information is being disseminated to in some cases. More accidental or intentional or incidental leaks of information may occur as the constituency grows.” The larger a group gets, the less likely it is to share sensitive information.

These clandestine and agile groups play an important role in the information ecosystem, allowing individuals to communicate quickly and completely with peers to actively mitigate incidents and devise preventative measures to protect their networks and systems. To the extent that members of these small, highly vetted groups participate in other sharing organizations with broader membership, they may help improve the functioning and effectiveness of those organizations (e.g. members of one of these small, highly vetted groups may share general knowledge with an ISAC or other sharing organization).



1.2.5 Open Communities and Platforms

Open‐source sharing platforms and repositories for cybersecurity data offer a way to crowdsource collection, offer easy and unrestricted access to data, and allow for transparency and scrutiny of practices. Often associated with researchers (both independent and academic) or a host technology company, these platforms are most often focused on a particular type of data such as malware signatures or spam IP addresses. Policies about participation and use within these platforms and communities are generally liberal, and focused more on the structure and format of information shared.

Some of these open‐source networks are run by nonprofits. The Malware Information Sharing Platform (“MISP”) is a free, open‐source platform for collecting, storing, and sharing cybersecurity indicators, initially developed by researchers from the Computer Incident Response Center of Luxembourg, the Belgian military, and NATO. Hail a TAXII.com is a repository of open‐source cyberthreat intelligence feeds in STIX format, consisting of 817 631 indicators as of 15 May 2017.34 The Spamhaus Project maintains the famous spam blocking list, which includes a Botnet Controller List, and also has an Exploits Block List, a real‐time database of IP addresses of hijacked PCs infected by illegal third‐party exploits. Spamhaus disseminates intelligence on both a free and subscription basis.35 There are also publicly available resources provided by for‐profit entities for free, with various enhancements that users can purchase. For example, Snort, owned by Cisco Systems, is an open‐source Network Intrusion Prevention System (NIPS) and Network Intrusion Detection System (NIDS) that performs real‐time traffic analysis and packet‐logging.36 An exhaustive description of platforms and repositories that could fit within this category of open‐sourced material is beyond the scope of this paper, but it is important to recognize how the openness and reach of communities like these differentiate them from more formal structures.

The governance of open‐source initiatives has been widely studied, although it does not appear in the context of cybersecurity information sharing.37 In 2012, DHS launched a project on open‐source cybersecurity solutions, but the effort was not sustained and, in any case, did not address information‐sharing arrangements.38 Hence, trust comes mainly from a belief in the value of transparency and the efficacy of the open‐source model.



1.2.6 Proprietary Products and Commercialized Services

By “proprietary products,” we refer to firewalls, antivirus software, and other software products that disseminate cybersecurity information through regular updates delivered to nodes or end user devices, often with little intervention by the network operator or end user. By “commercialized services,” we refer to the wide range of outsourced cybersecurity services that use information they collect and analyze from existing information exchanges, from proprietary research, and from sensors embedded on customer networks to provide active monitoring and management of third‐party devices and systems. Commercialized services include managed security service providers (MSSPs). Proprietary products and commercialized services represent models where information exchange has been commoditized by the market. Companies offering these products and services may participate in any of the other information exchanges, but they package and disseminate the information in a way that makes it available to small and medium organizations or individuals seeking to improve their security. Thus, cybersecurity information from other sharing ecosystems reaches consumers or companies who may not have the security infrastructure in place to ingest and act on data feeds themselves. Additionally, these products and services may collect information from their customers and contribute these data back into the information‐sharing network, thus enlisting in the ecosystem entities that do not have the capability to collect or act upon information on their own.

From the end user perspective, proprietary products and commercialized services can be black boxes. Customers have no say in governance, and issues of trust are reduced to the single question of whether to purchase the product or service and to renew it when the initial contract term is up. It can be very hard for end users to make return on investment judgments, especially in the face of dynamic change in both the threat environment and the marketplace for these products and services. The CTA described above, now a nonprofit comprised of a dozen commercial entities, provides a form of governance, under which vendors commit to pool their intelligence. Ultimately, trade associations or other consortia may develop to offer other elements of governance.




1.3 Discussion and Conclusions


1.3.1 Trust and the Trade‐offs

The taxonomy of cybersecurity information‐sharing structures that we developed may help illustrate how different design and policy choices result in different information‐sharing outcomes. Based on the governance models described, we identified a set of factors or determinants of effectiveness that appear in different cybersecurity information‐sharing regimes.

The central role of trust in information‐sharing arrangements has been cited by many and is fully confirmed by our research.39 Our research has identified one important aspect of trust: within cybersecurity information sharing, trust must be bidirectional. By this, we mean that (i) the sharing entity needs to trust that the information will not be used against it for regulatory or liability purposes, obtained by adversaries and exploited against it as a vulnerability, or disclosed publicly to hurt the reputation of the sharer and (ii) the recipient of information needs to trust the integrity of the information shared. We also found that success in some models has an additional dimension, which is reciprocity: parties need to trust that other participants will contribute roughly equivalent information. Governance structures and their associated policies may help generate these prerequisites by restricting and vetting membership in some capacity, by reviewing and verifying information submitted by other members, or by committing all members to contribute.

In the case of CISA, federal policy attempted to alleviate trust burdens that accompany sharing private‐sector information with the government, by limiting public disclosure through FOIA and by offering protections against liability and regulation. However, we found no evidence to indicate that CISA has succeeded in encouraging increased cybersecurity information sharing.40 While it may be premature to conclude that CISA has been a failure, our research highlights some of the limitations of the statute's approach. By focusing on concerns over liability exposure, especially related to privacy laws, CISA failed to take into account other issues relevant to the sharing of private‐sector data with the federal government in a post‐Snowden reality – particularly issues of public perception. Aside from the negative implications of sharing with the government, CISA did not account – and perhaps no law could account – for companies' fears about the reputational harm they might incur should their vulnerability become publicly known, or their fears about future attacks if vulnerabilities fall into the wrong hands. If indeed CISA has failed to induce more cybersecurity information sharing, it may be because it did not take into account these foundational elements of trust.

Our research points toward a clear trade‐off between membership size and the amount and sensitivity of information shared. Governance and policy structures can generate trust by limiting membership with some level of vetting and by requiring active participation. These dimensions of trust should be taken as governance design choices that can be worked into any organizational structure.



1.3.2 The Ecosystem and the Role of the Federal Government

The cybersecurity information‐sharing ecosystem, when considered in its entirety, shows the strengths of different components of the system. It is myopic to evaluate all the components of the system on the comprehensiveness of the information shared (let alone on timeliness or any other single metric). While it is necessary for at least some groups to have more complete or sensitive access to information, not every sharing organization in the ecosystem needs to have the same level of comprehensiveness or sensitivity. Each of the governing structures should be evaluated for success metrics that fit the goals of each model. For instance, by hosting regional, face‐to‐face meetings, ECTFs provide value in the ecosystem of information sharing and should not be pressured to be a primary distributor of all possibly relevant information. Ad hoc groups of highly vetted individuals, on the other hand, are not in competition with organizational‐based systems. Nevertheless, overlap between individuals across types of groups can reinforce the ecosystem.

Proposals that the federal government should be the central collector and distributor of cybersecurity information seem unrealistic, if for no other reason than the trust deficit the government bears. Even if the government could satisfy the first two tenets of trust, a federally dominated exchange would only work if there were reciprocity between the federal government and the private sector. Current platforms like DHS AIS are struggling to distribute the information, not to mention the challenges brought on by the trade‐off of scalability and information comprehensiveness. Given classification concerns with most security‐related data, it is unlikely that the federal government would ever achieve a fluid and agile reciprocation of information with the private sector.

Instead of suggesting the federal government as the central information hub for cybersecurity data, our research illustrates that other governing structures can fulfill necessary high‐trust, high‐sensitivity niches in the information exchanges. Certainly programs like CISCP and DIB allow the government to act in a way that fosters all the tenets of trust, but these programs will never be scalable without losing essential analytical resolution and reciprocity in sensitive sharing. Although still unsatisfying, the diverse economy of sharing models that we have identified may be, together and separately, the most feasible option.
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2.1 Introduction

This chapter examines cybersecurity governance in the six states of the Gulf Cooperation Council (GCC): Bahrain, Kuwait, Oman, Qatar, Saudi Arabia, and the United Arab Emirates (UAE). It has five sections. The first highlights why the GCC is an important case study; the second gives an overview of key regional cybersecurity incidents; the third details relevant government organizations; the fourth examines strategies, laws, and standards; and the fifth analyzes the cybersecurity industry. The chapter concludes by identifying three themes: the regional specificity of cybersecurity governance, especially in relation to defense and telecoms; the importance of an international image of cybersecurity governance; and the reinterpretation of the scope of cybersecurity governance for political purposes.

First, a definitional note. “Governance” is a supremely agnostic term, in that it implies nothing about who governs, what structures or technologies are used, or the extent of their power. This is in many ways an analytical advantage, as in the following discussion I refer to governments, companies, technologies, professions, and people. Nonetheless, different academic traditions writing about governance, from those focused on “global governance”1 to those examining it as “governmentality,”2 agree on two things. First, governance is a power relationship which is fundamentally interactive, requiring the continual engagement of the governing, the governed, and intermediaries. Second, this relationship is flexible, in that many techniques of governance can be employed, ranging from the blunt to the fine‐grained. Both characteristics appear in this chapter.




2.2 Why the GCC?

The literature on cybersecurity in International Relations predominantly focuses on “Western,” liberal, democratic countries in Europe and the United States, or on their traditional “great power” competitors, Russia and China.3 The GCC states provide a different perspective, as they are not major threats – in fact, they are strong allies of Western states – and they do not share many of the governing characteristics that are taken for granted in the cybersecurity literature.4 The GCC countries have patriarchal systems of government, in which male members of the ruling family control key government departments and maintain influence in many private‐sector organizations. The degree of consultation in government differs across the GCC: Kuwait has a relatively independent parliament, for instance, while Oman and Saudi Arabia have only nominally representational bodies.5 Wider neo‐patrimonial ties occur across and through all organizations. The social contract has been described as “rentier state,” in which citizens (a narrow definition tied to the male line of descent) receive many benefits from extractives revenue.6 Leadership is based partly on co‐option of potential threats, and partly on narratives that associate leaders with state creation, tribal authority, and Islam.7

Questions of cybersecurity arise within a general security environment very different from that in Europe or the United States. After ending their colonial relationship with Britain, the GCC states remained under the security umbrella of the United States for the last half century (excluding Oman, which retained British connections), with growing arms and defense cooperation since the Gulf War.8 Domestically, the public sphere in the GCC is relatively diminished,9 and the extensive powers of internal security agencies were magnified following the Arab Spring in 2011, with repression of protests across the GCC. The current Saudi rivalry with Iran hides extensive historic Iranian involvement in the Gulf.10 There are several conflicts nearby: an ongoing war and humanitarian catastrophe in neighboring Yemen, where all GCC states other than Oman (and Qatar since June 2017) are in a coalition led by Saudi Arabia, and the wars in Syria and Libya, where GCC states are both actively involved and indirectly assist various parties.11 The internal and external security situations are intertwined, with domestic concerns around Islamist extremism and Iranian interference tied to the above conflicts.

GCC states also differ from many cases used in cybersecurity analyses due to their initially ambivalent adoption of the internet. On the one hand, as GCC nations attempted to diversify from oil and gas revenues, they capitalized on high per capita income and education to attract multinational businesses, with attendant technological requirements including high‐grade internet access.12 On the other hand, internet adoption was sometimes limited outside the big cities, and has incorporated restrictions on the public sphere in keeping with a broader cautious approach to new communications technologies due to their potential political effects.13 The ability of the internet to affect society on a massive scale was demonstrated in the Arab Spring, when the Egyptian government resorted to a complete severance of internet connections following the January 2011 revolution,14 and protests in the Gulf states were coordinated on social media.15 In sum, the GCC states have become “wired for business, but not politics.”16

Cybersecurity governance, in its unique position between two wider regional characteristics – a complex security environment and ambivalent adoption of the internet – is a key aspect of politics in the GCC. This study is therefore not only an important case for those seeking to understand cybersecurity governance, rarely examined in the literature,17 but also highlights a crucial topic for the region more broadly.



2.3 Key Cybersecurity Incidents

The emergence of governance structures around an issue is often reactive, following specific events, although the form such structures take depends on the existing available conceptual and political resources. Consequently, cybersecurity governance in the GCC can only be understood within the background of key cybersecurity incidents. While the events below do not all fit easily into a single definition of cybersecurity, they have all been described within this bracket; I thus treat cybersecurity as found “in the wild.” Although there is a sense in which cybersecurity incidents cannot be localized due to the global reach of the internet, regional perspectives can still be identified, with the caveat that they fit into a wider global pattern.

The first key incident relevant to the GCC was the “Stuxnet” malware, discovered in July 2010 and reportedly built by US and Israeli intelligence agencies to target a nuclear enrichment facility in Iran.18 Stuxnet not only demonstrated that malware could have physical effects but also showed the cybersecurity industry that the Middle East was a potential market. In late 2011 and early 2012, further malware attributed to the United States and Israel was discovered,19 and a “wiping” component from these was reverse‐engineered and used on the Saudi national oil company Aramco and the Qatari company RasGas in August 2012.20 It is difficult to overstate the impact of this attack, often referred to as Shamoon. If the US government – and by extension, the global cybersecurity community – described it as a “wake‐up call,”21 it had a rather more forceful impact for these states.22 Despite the malware's lack of sophistication, Shamoon was quickly given the industry label of “Advanced Persistent Threat” (APT).

Following Shamoon, cybersecurity incidents in the GCC broadened substantially. Notable APTs included: Chinese espionage malware repurposed by a regional actor for political purposes23; malware written by a Kuwaiti that became prevalent across the region, with Arabic language support for users24; and specific energy‐sector malware.25,26 Leaks, “defacement,” and denial of service incidents were associated with the Israel–Palestine conflict,27,28 groups claiming affiliation with the Islamic State in Syria,29 and broader collectives such as Anonymous.30

The GCC financial sector received its own wake‐up call after BankMuscat in Oman and RAKBank in Qatar were compromised by a transnational criminal network in 2013, with millions withdrawn in cash.31 Leaks became more common, including from the Saudi Ministry of Foreign Affairs32 and Qatar National Bank.33 Cybersecurity also became a social issue with a regional cultural dimension, following the exploitation of children and adolescents with smartphones across the region.34 Finally, Shamoon returned in late 2016 and early 2017, again attributed to Iran.35 The remodeled Shamoon malware used the date of the original incident as part of its wiping program, and persisted for several months. This time, more organizations were affected, including many Saudi Arabian government entities, with a temporary halt to operations at the Civil Aviation Authority.36

This brief overview suggests that cybersecurity incidents are deeply entangled with the regional political and security situation. Although the following sections demonstrate that a range of factors shape cybersecurity governance, it is initially catalyzed by events that both stem from and are interpreted according to their regional context.37



2.4 Government Organizations

The development of organizations for cybersecurity governance in the GCC must first be placed in the wider context of international internet governance. Internet governance is often described as a binary choice between liberal “multistakeholder” views, in which government, civil society, and businesses all participate,38 and authoritarian desires for larger state sovereignty and governmental control of information flows across national borders.39 In fact, this picture is much more complex, with a variety of approaches to internet governance in both camps.40 The GCC states are often grouped in the latter category, due to their broader conception of security and to events at the World Congress on Information Technology (WCIT) in December 2012 in Dubai, UAE.

At this conference, a motion was proposed for the International Telecommunications Union (ITU) to take responsibility for the naming and numbering functions of the internet, as well as implementing internet security measures through state‐level regulation. The initial verbal proposal was made by the host and supported by Bahrain, Saudi Arabia, Russia, and Iraq, while a written version was signed by the UAE and Saudi Arabia, with Russia and China among other signatories.41 The proposal was widely represented in Western media as a power‐grab by authoritarian regimes.42 It is likely that security concerns at least partially motivated this proposal, given the security focus of other standards discussed at the summit,43 although the proposal was framed as a means to “correct historical imbalances” and “US dominance.”44

The binary narrative of internet governance can be made more nuanced by examining the role of the ITU in establishing cybersecurity organizations in the region. Prior to ITU involvement in the GCC, public cybersecurity functions were ostensibly performed by national CERTs.45 The ITU had provided telecommunications (originally telegraph) standards since 1865, and first attempted to include cybersecurity in its remit through the International Multilateral Partnership Against Cyber Threats (IMPACT), created with Malaysian funding and physical location in 2008.46 IMPACT was named the official ITU “executing arm” for cybersecurity in 2011. Throughout 2012 it was negotiating with the Omani government,47 which agreed to pay $2 million for the first “Regional Cybersecurity Centre” in Muscat, launched officially in March 2013.48 Along with relatively high levels of funding for the ITU from Saudi Arabia – half that of the United States, but similar to that of Russia and China49 – there were a range of close links between the GCC and the ITU, ensuring they would support the WCIT proposal.

There were also elements of regional competition. The first regional ITU cybersecurity drill was in Jordan in July 2012, before the Oman center was established.50 After this, the next drill was held in October 2013 – but described by the Omani press as the first one in the region.51 Also in late 2012 and early 2013, the UAE and Saudi Arabia created national cybersecurity entities to match the Omani one: the National Electronic Security Agency in the UAE, and the National Electronic Security Centre in Saudi Arabia. Despite the announcements, they were not operational for another two years.52 The proliferation of cybersecurity bodies, despite their initial lack of capability, highlights the importance placed by GCC governments on an international image of cybersecurity governance rather than its domestic implementation, which is explored in the next section.

I now turn to other government organizations with cybersecurity responsibilities and capabilities in the GCC. There are few public pronouncements in local ministries of defense on cyber capabilities, despite procurement of sophisticated military technologies for electronic warfare.53 The UAE is the exception, and announced its intention to create a cyber command in September 2014. When operational, it will run “in parallel” with NESA54; how much this is coordination, and how much conflict, remains to be seen. The only direct GCC‐level contributions to cybersecurity are a joint GCC CERT, established in 2006, and a cyber working group with the United States, established in mid‐2015,55 although the wider 2012 GCC joint security agreement covers related matters, such as information‐sharing between governments.56 As others have noted, formal GCC‐level structures are often token gestures,57 suggesting that presenting an image of cooperative cybersecurity governance and military preparedness is also a major aim of the above initiatives.

The other government organizations involved in cybersecurity are interior ministries and intelligence services. As there is little official data available, their role must be inferred from observing them in action. The Citizen Lab, a research organization based at the University of Toronto, has detailed the use of several cyber capabilities against human rights activists in the GCC. The earliest examples come from 2012, when targeted surveillance software owned at that time by Gamma Group, a multinational company with a UK subsidiary, was identified on the devices of activists in Bahrain, and similar software by Italian company Hacking Team was identified in the UAE.58 In 2013, the Bahraini Ministry of Interior used IP address identification for Twitter accounts to prosecute activists,59 and in 2014, Hacking Team software was also identified in the Qatif region of Saudi Arabia,60 a Shia region with a long history of protest and violent responses by security forces.61 More recent attempts to install monitoring software on the devices of activists and journalists have been identified in the UAE and Qatar, the former using software made by the Israeli company NSO Group.62

Based on the examples above, three points should be stressed. First, the distribution of targeted surveillance capability across the region is uneven: for example, Kuwait is not the focus of Citizen Lab reports, partly due to lower levels of international attention, but maybe also due to differences in intelligence techniques or suppliers.63 Second, these capabilities are mainly provided by private companies. This led to the amendment of the Wassenaar Arrangement arms control agreement in 2013, requiring a license regime within the exporting country for such technologies.64 Finally, the integration of these capabilities into violent and repressive security practices means that for activists, journalists, and political opponents who are imprisoned and mistreated,65 this aspect of cybersecurity is more of a threat than any incidents listed in the preceding section. Cybersecurity governance, from the perspective of those governed, thus forms part of the coercive state mechanisms that turn devices and systems of communication into a battleground in wider political struggles.



2.5 Strategies, Laws, and Standards

The strategies, laws, and standards that constitute the policy and regulatory environment for cybersecurity follow broader state policy. All GCC states have long‐term national plans – the most well‐known being Saudi Arabia's bold “Vision 2030,” championed by the Crown Prince Mohammed bin Salman – and these display three broad similarities. First, they claim to refocus the economy from extractive industries towards technology and innovation, whether through smart cities, e‐government, or other skilled sectors such as health and finance. Second, they aim to reduce the role of the public sector in all areas of life. Third, they aim to reduce high expatriate numbers (well over 50% in the smaller states) through extensive training and preferential treatment for citizens. National cybersecurity strategies (published, often in draft form, in 2013 and 2014 in all GCC states other than Kuwait) echo these wider goals, presenting an image of carefully planned cybersecurity governance to their audiences.

The two earliest and most dissimilar strategies, those of Qatar and Saudi Arabia,66 have several interesting differences, especially given their political disputes at the time (which have since escalated).67 First, they characterize cybersecurity and its object differently in both English and Arabic versions. Qatar uses al‐fidaʾ al‐ʾiliktruni (lit: electronic space) for cyberspace, and the loan word al‐ʾamn al‐sibrani for cybersecurity, appealing to an international audience. Saudi Arabia, on the other hand, does not describe cyberspace, instead talking about networks and connections, with the focus being on ʾamn al‐muʿalumat (information security). While both recognize that their object has no borders or restraints, the Qatar strategy emphasizes the risks to people, companies, and the state, whereas the Saudi strategy emphasizes the cultural and economic threats of information to companies and the state, a point not made by senior Saudi figures writing in US journals.68 Thus, even within the GCC, there are significant differences in the conceptualization of cybersecurity governance in national strategy documents.

The legal environment combines regulation of electronic financial transactions, unauthorized access to systems and data, and the use of communications technologies to send or receive information that has harmful effects. Laws concerning electronic financial transactions were first introduced in the early 2000s in the UAE and Bahrain to attract global investment, followed sporadically by the other GCC states.69 The GCC has a disparate approach to data protection: while privacy is a right in all GCC states, the application of technical and organizational safeguards to personal data is covered by a patchwork of laws, including telecoms, health, and labor laws, as well as the penal codes and constitutions, with little personal protection.70 Although there is little legislation against third‐party provision of data services or moving organizational data between sites or countries,71 there is a strong practical push against it in most corporations and governments.72

Cybersecurity legislation in the GCC has a broad scope. By mid‐2015, all GCC countries had passed cybercrime legislation, which included defamation or libel (refusing truth as a defense) and wide definitions of public morals and “national unity.”73 Combined with local terrorism legislation, this increases the penalties on, and restricts, freedom of expression.74 This is in keeping with wider censorship and historical practice, although it contradicts international human rights standards.75 For this chapter, the relevant point is that this censorship and restriction is carried out as cybersecurity governance, by widening notions of cybersecurity and cybercrime. GCC governments have thus reinterpreted cybersecurity legislation to their advantage in political struggles against domestic and regional opposition.

Finally, I turn to cybersecurity standards, which enable organizations in both public and private sectors to manage cybersecurity risks. In the GCC, all national cybersecurity organizations are involved in maintaining standards such as PCI DSS and ISO27001. Oman has extensive cybersecurity policies and standards due to its role as the ITU Regional Cybersecurity Centre, mentioned above, and was ranked third in the ITU‐run World Cybersecurity Index in 2014. The UAE has introduced national standards based on the US model of National Institute of Standards and Technology (NIST), although these standards overlap and compete even domestically; Dubai created its own standards and authority at the same time as Abu Dhabi introduced the nation‐wide standards.76 Implementation of these standards, whether global or local, remains problematic: a survey of GCC cybersecurity professionals in 2015 indicated that 80% are unaware of cybersecurity legislation,77 and only two‐thirds “believe their company has a security policy,” to which half have “low‐to‐moderate adherence.”78

To unpack this further, I draw on three surveys of ISO27001 implementation in Saudi Arabia. With low levels of overall implementation – in one 2010 study, no defense sector organizations had been certified79 – standards were low on the list of security professionals' top problems, below personnel issues like training, expertise, or salary, and organizational ones such as management involvement.80 One survey identified Saudi Arabian culture as a major obstacle, along with the different challenge of even identifying an organization’s assets.81 It is important to read these studies in context: they are “problem‐solving” in an engineering and consultancy tradition. Viewing them through a more politically oriented lens suggests that rather than a simple lack of cybersecurity awareness, these survey responses demonstrate how cybersecurity governance in the form of global standards permeates through many organizational levels and relies on influencing behavior at the micro level. These structures encounter indirect resistance in the form of cultural and management problems, as well as direct resistance through lack of implementation.



2.6 The Cybersecurity Industry

In the previous sections, the focus has largely been on governments; here, I turn to the private sector. In general, Carr’s analysis of public–private partnerships in cybersecurity must be altered for the GCC. While she argues that partnerships suffer from the different commercial and national interests at play,82 here the relationship is more symbiotic. Not only do governments have several ways of influencing private‐sector organizations (some overt, others based on personal relationships), but also businesses are embedded at the heart of government: national strategies are written with consultancies, and government organizations are set up with technical, advisory, and day‐to‐day services provided by private companies. Furthermore, the individuals involved have no single affiliation, and move between both sides with ease.

Gartner valued the 2014 “Middle East and North Africa” cybersecurity market at just over a billion dollars, rising to 1.3 billion in 2016.83 Other reports, although using higher values than Gartner, put the region at around 7% of the global cybersecurity market in value.84 Unsurprisingly, health, finance, and energy sectors feature heavily in market analyses, and the UAE and Saudi Arabia are commonly highlighted as regional targets: the UAE due to its positioning as a global business hub, and Saudi Arabia due to its relative population size and large oil reserves, despite the severe effects of the collapse in oil prices in 2014–2015. The cybersecurity industry centers on large companies with a prior presence in the region, as there are significant obstacles to setting up companies in much of the GCC, although the UAE is significantly less demanding.85 Established resellers and conglomerates channel existing economic power into the new domain, in part due to their extensive connections, but also as obligatory partners for multinational companies.

One particularly interesting example is the defense industry. Worldwide, major defense multinationals have bought specialized cybersecurity companies, creating a “cyber–military–industrial complex.”86 Regionally, the defense industry has a massive interest in the GCC states: around 10% of GDP is spent on defense, often in long‐term contracts with US and UK manufacturers.87 Often these contracts include “offsets,” where the manufacturer invests in other sectors so the money does not leave the purchasing country.88 While cybersecurity is not necessarily part of offset arrangements – being a sales target in itself – defense companies such as BAE Systems, Raytheon, and Lockheed Martin have a long history of establishing technology companies and engineering faculties in local universities as part of offset programs.89 Overall, this structure provides a twin advantage to defense multinationals: first, they have existing military and security relationships and a trusted national security role; second, they actively create new technological industries in the GCC.

The other key sector is telecoms. This sector was quasi‐liberalized in the early 2000s, with a single national entity split into two or three privatized ones; however, most still have a substantial government share. The main form of competition in the GCC is insular, as the national carriers of each country enter one another’s markets, although some, such as the UAE's Etisalat, range more widely across the region. These national companies funded the undersea internet cables connecting the Gulf, and are characterized as critical information infrastructure throughout the GCC. Some, such as Etisalat and its competitor Du, have made this a commercial advantage, developing managed cybersecurity services to sell across public and private sectors.

National telecoms companies maintain strong ties with their and other GCC governments, and have two further roles, based on the content that travels over their networks. First, they control access to encrypted communications, especially given high smartphone use. Many VOIP services are blocked, with little indication whether for profit or national security.90 Sometimes the approach is less blunt, as in a widely reported disagreement between RIM and the UAE government over the encryption of Blackberry Messenger in 2010, which ended with RIM agreeing to certain conditions.91 A year earlier, Etisalat had updated all Blackberry phones with a “security update,” which in fact allowed third‐party access to communications.92 This not only highlights clashing interpretations of cybersecurity (a national sense of cybersecurity disguised as a users' one), but also demonstrates Etisalat's close relationship with UAE security agencies, on whose instruction this was presumably issued.

Second, national telecoms companies facilitate national monitoring and web filtering. Citizen Lab investigations in 2012 demonstrated that devices manufactured by US manufacturer Blue Coat were in all GCC countries except Oman, with McAfee’s Smartfilter also in Saudi Arabia and the UAE.93 In the UAE, technological sophistication has since increased, as a “telecommunications solutions provider” reportedly owned by an Israeli individual was contracted to install a city monitoring system in Abu Dhabi.94 Such requirements affect foreign penetration: in Saudi Arabia, contracts for the operator Virgin Mobile were delayed to “satisfy state security concerns.”95 In Bahrain, private telecoms companies are obliged to install filtering systems, which probably led to their increased use of the commercial software Netsweeper in 2016.96 Finally, telecoms access is useful not only for regional governments but also for strategic allies: the Snowden disclosures in 2013 indicated the existence of a Government Communications Headquarters (GCHQ) base in Oman intercepting undersea cables since 2009.97 In sum, the telecoms sector is an essential aspect of cybersecurity governance, not only due to its advantageous industry position and gatekeeper role for new technologies but also its role in monitoring and filtering.



2.7 Conclusion

The analysis of cybersecurity governance in this chapter has been based on two premises. First, that cybersecurity should not be defined a priori, but observed “in the wild,” to obtain a fuller picture of its variation in different regions. Second, that governance is fundamentally a multifaceted relation of power between those governing and those governed, which depends on many micro‐ and mid‐level interactions involving a variety of actors. Cybersecurity governance looks different depending on perspective: for some, it is mainly technocratic and administrative, while for others it is part of political struggles and violent state actions.

Given these premises, we can identify three themes. First, image plays a crucial role in cybersecurity governance, in that the appearance of governance is as important as its actions. From capturing the attention of the ITU and the competitive creation of central authorities, to the bold claims of national strategies and mixed implementation of international standards, presenting an image of successful governance is a constant concern. This presentation is predominantly to an international audience, and as such may be an attempt at deterring offensive behavior as well the result of maneuvering between elites.

Second, cybersecurity itself has been reinterpreted to fit the political situation in the region; namely, low tolerance of political expression, especially after the Arab Spring, and the use of severe criminal punishments to enforce local public speech norms on social media, both of which contravene international human rights standards. Although this has led analysts to label some GCC government organizations as “enemies of the internet,”98 the picture must be nuanced: each country has taken different strategies, and the line they draw is often not only in opposition to a supposed “Western” notion of governance but also in opposition to other paradigms within the GCC, with Qatar, the UAE, and Saudi Arabia disagreeing strongly.

Third, the fast‐growing cybersecurity industry can only be understood in the context of the specific historical and economic situation it inherits. This includes dominance by the defense industry and a close relationship between government and the telecoms sector, especially given the examples of highly sophisticated surveillance provided by their close allies in the United Kingdom and United States. While there is tension created by public–private partnerships which set commercial incentives against cybersecurity goals, the more symbiotic path described in this chapter brings with it different issues, including difficulties in stimulating local innovation. Overall, the GCC thus provides not only new lessons for cybersecurity governance but also new warnings.
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3.1 Introduction

Just as cybersecurity is becoming a central concern for policymakers, corporations, and civil society, discussions about its governance are further complicated by the increased adoption and dissemination of the Internet of Things (IoT). These interconnected “things” and systems are the direct and indirect extension of the internet into a range of physical objects, devices, and products. The emerging IoT ecosystem is characterized by: a proliferation of visible and hidden sensors that collect and transmit data; systems that interpret and make use of the aggregated information; and actuators that, on the basis of this information, take action without direct human intervention. Such “smart” or “digitally upgraded”1 products can communicate with each other and/or humans, have unique identifiers such as internet protocol (IP) addresses, can be remotely controlled, and function as physical access points to networked services. Their application areas are wide, stretching from personal fitness to assisted living devices, from home appliances such as smart fridges to utilities such as smart energy meters, and from smart traffic management systems to connected and autonomous vehicles and transport infrastructures.

Within the European Union (EU), the IoT is regarded “as the next step of disruptive digital innovation,”2 with the European Commission having pushed IoT‐related initiatives since 2005.3 In the United States (US), the Federal Trade Commission is at the heart of this new digitalization process and has recently been involved in its first major lawsuit against a global IoT manufacturer whose weak security practices endangered consumers' privacy.4 Put simply, the IoT represents a significant amplification in the already complex global governance challenges of digital technologies.

While the IoT offers significant benefits such as patient‐centered healthcare,5 and promises societal and economic progress through productivity gains and cost savings,6 it also creates profound challenges and coordination problems in terms of security and privacy. The IoT adds more complexity to global supply chains and amplifies jurisdictional issues, all of which create elevated risks. In addition to these security issues, real‐time collection and processing of data raises concerns about the privacy of the personal information that is being gathered and stored, and about data protection and confidentiality. A number of research programs, initiatives, and policies have emerged to try to address these issues, but they have to mediate between competing interests working to shape the nascent IoT realm and are also faced with coordination problems across the vast range of potential IoT applications.

The governance of this space is consequently becoming a major task, and a responsibility that is unlikely to be left solely to the private sector. Policymakers strive to balance maximizing the IoT's benefits against giving too much ground on its privacy and security challenges. Effective management of these conflicting demands will be essential to the fundamental integrity and resilience of the IoT ecosystem.

The IoT has evolved in the absence of IoT‐specific legislation, both in the United Kingdom (UK) and elsewhere.7 These new technologies are emerging amid a regulatory landscape that applies a variety of existing laws across telecommunications, competition, intellectual property, health and safety, data protection, security, and risk management.8 As the IoT is still in its infancy, many of these regulations are not a perfect fit for the cyber–physical challenges that the IoT creates. Nonetheless, there is a widely shared expectation that relevant and adequate policies will be rapidly implemented in the next few years. This can be seen in the case of the proposed US “Internet of Things (IoT) Cybersecurity Improvement Act of 2017,” which aims to provide minimal operational cybersecurity standards for internet‐connected devices purchased by US federal agencies.9

With both policy approaches and academic research on the governance of the IoT still in an early stage, the current chapter sets out to provide an overview of the IoT policy landscape in the UK. As one of the world's biggest economies and as a central insurance and banking hub, the UK has an interest in actively engaging in this “fourth industrial revolution” and fostering the IoT's innovation and uptake while protecting industry and society from the IoT's potential systemic risks.10 In 2017, the government released its Digital Strategy, which aims to make “the UK the safest place to” live, work, and do business online.11 In many ways, the IoT both facilitates and complicates these intentions. As the cybersecurity landscape is still evolving, the IoT is adding another layer of coordination demands upon the UK government. In response, the UK government is developing a range of institutions and programs, some of which previously focused mainly on issues related to cybersecurity, but are, or will soon be, also concerned with the security of interconnected devices and services.12

The chapter will therefore examine the institutional landscape that underpins the IoT in the UK, and review the government strategies and policies within which the IoT is developing. The rapid evolution of technology means that this review represents a synoptic snapshot: it identifies core challenges connected to the evolving interdependent ecosystem, and provides a recommendation for more adaptive policymaking in this space.13 Thus, the chapter extracts some general principles and lessons that can be applied more widely to the development of emerging technologies, including the use of forward‐thinking and monitoring policy tools in order to respond to new conditions and potential market failures. It does so through assessment of the IoT's inherent risks and uncertainties, the fragmentation of the UK’s institutional and policy landscape, and the IoT's respective governance challenges. The chapter concludes with future directions for researchers, practitioners, and policymakers, as well as an appeal to apply adaptive policymaking to the management of rapidly evolving IoT technologies.



3.2 The IoT's Risks and Uncertainties

Whereas previous IT security and privacy concerns were confined to a single device or service, the IoT increases attack vectors and adds another layer of complexity to cybersecurity. Adapting existing information‐security concepts and practices to IoT systems is therefore not straightforward.14 One has to secure not just one, but multiple connected devices, each of which has individual parts linked to diverse network components with distinct functions. This disparity requires acknowledgement of all potential weak spots in the vulnerability chain, and calls for a security understanding that is holistic and dynamic, with cybersecurity being part of a continuous process of improvement.15 There are three distinct IoT threat vectors:

First, the IoT is a new attack vector in and of itself. The Mirai botnet was an example of such a potential IoT risk trajectory and revealed the IoT's pervasiveness and transnational character. Mirai is a malware strain that successfully turned globally dispersed IoT devices, such as video cameras or baby monitors, into remotely controlled appliances that were used in one of the most disruptive Distributed Denial of Service (DDoS) attacks in 2016.16 Due to the botnet's unprecedented size, attackers were able to target the internet's foundational infrastructure through attacks on Domain Name Service firms such as Dyn and OVH.17 The assault of such elementary services affected many websites and caused downtime for popular online businesses. The core reason for Mirai's striking capability and magnitude was quickly found in the IoT's inherent security vulnerabilities. On the one hand, small‐scale IoT devices often have limited capacity to provide sufficient cybersecurity, with manufacturers frequently failing to enforce password resets and automatic software updates. Industry actors often engage in trade‐offs between adding security features and enhancing other attributes such as battery life and storage power. On the other hand, many IoT devices were also easily compromised because users themselves relied on default factory passwords. The Mirai attack points therefore to some of the threats and failures that an insecure and unregulated IoT market may pose.

Second, IoT devices and services are themselves targets of attacks, resulting in implications for the privacy and security of data. Malicious actors can exploit security vulnerabilities at the device‐, network‐, and cloud‐level. They may take control over IoT‐enabled cameras or connected and autonomous vehicles for malicious intent, to compromise the security and privacy of users and other innocent bystanders. Real‐world examples include the Wi‐Fi‐enabled Hello BarbieTM doll that allowed unauthorized third parties to intercept its communication, with the potential to expose users' account information and MP3 files recorded by the doll.18 Similarly, internet‐connected stuffed animal toys were affected by a large‐scale data breach that resulted in criminals holding the data for ransom.19 These privacy concerns are exacerbated by a lack of consideration for security features at the product design stage,20 opening the way for attacks on IoT devices and services, which require proper security precautions. This is especially true for the complex, safety‐critical IoT systems found in such industries as healthcare and infrastructure.

Third, the IoT creates new cyber–physical security risks and increases the attack surface of devices overall. These risks differ from “traditional” threats, as they couple software and hardware risks, resulting not only in a complex and uncertain system surface but in growing attack vectors, sometimes with potentially life‐threatening consequences. For instance, the Jeep Cherokee hack in 2016 allowed attackers to remotely control a car and take command of its steering and braking system.21 Similarly, the recall of radio‐controlled implantable cardiac pacemakers in 2017 highlighted the changing vulnerability landscape, as connected health devices were open to exploits from unauthorized users.22 These examples showcase the cyber–physical risks associated with the IoT, and raises questions about the preparedness of current regulatory approaches to vehicle safety, ownership and liability, data protection, and cybersecurity.23

All of these outlined attack vectors are, of course, still evolving. The scale and range of IoT‐specific problems will change as IoT devices and services take off. However, these challenges are not limited to deliberately malicious attacks, but also include problems arising from poor patch management, interoperability problems, and generic technological malfunction.24 This leads to diverse and uncertain security challenges, and a demand for policy responses that relate to an increasingly heterogeneous array of IoT products and services.




3.3 Adaptive Policymaking in the Context of IoT

The IoT is a realm where there are many plausible future scenarios. One can envision substantial societal benefits and advantages from “smart” sensors and actuators, but also see how IoT security challenges may create profound uncertainties.25 It is clearly challenging to develop policies that will perform well in all of the potential future conditions. In addition to the uncertainty, one of the biggest problems for policymakers is the speed with which technologies evolve. This is difficult to accommodate in the relatively slow, rigid process that marks “conventional” policymaking. For reasons of both pace and unpredictability, current policy mechanisms are, in many instances, not able to deal effectively with such rapid transformations.

Adaptive policymaking26 is a concept that explicitly accounts for such inherent uncertainties and diverts from this “classical approach” of policymaking. It emerged from the global challenges of environmental policymaking,27 in recognition that conventional policymaking mechanisms are ill‐suited to manage such complexities, organizational and structural changes, and a nonequilibrium of behaviors – the same qualities that will come into play as the extensive IoT ecosystem develops. Policies need to be prepared for all potential futures; they have to be flexible enough to take immediate, short‐term actions that cannot be deferred, as well as actions that may later become necessary.28 Under this adaptive paradigm, policymakers need to create a strategic vision of the future and establish a framework to guide future responses that are sufficiently dynamic to meet changing circumstances.29

Adaptive policymaking approaches such as the Dynamic Adaptive Policy Pathway30 start by describing the current situation, objectives, constraints, and uncertainties, and analyzing possible vulnerabilities and opportunities of futuristic scenarios. On the basis of these specifications, conditions for a policy to be considered “successful” are established and possible policy actions are identified.31 This results in diverse pathways for actions, with corresponding contingency plans that are then assessed. After a thorough inquiry, one suitable, adaptive approach is chosen and implemented. Following its implementation, the plan is monitored and, if required, adjusted. Adaptive policymaking consequently focuses on evaluating and monitoring the validity of the assumptions underlying policies as time passes, knowledge increases, and events unfold. It allows for reassessment and corrective actions,32 and provides resilience.33

The method is increasingly used in policy fields confronted with significant uncertainties, including climate change, population growth, and large‐scale developments such as airports or transport systems.34 There is potential for policy failures in these realms, as well as with innovations such as novel IoT technologies, highlighting how adaptive policy mechanisms could become suitable sets of actions.35 The following sections analyze the UK’s policy landscape based on its ability to adjust to the changing circumstances of the emerging IoT environment. This analysis should provide some general principles on adaptive policymaking overall.



3.4 The UK Policy Landscape

The UK government's approach to the IoT has so far been one of minimum intervention, and there is not yet a clear regulatory model for this emerging ecosystem. Although the aspiration is for the market to self‐regulate and to internalize the costs of securing the IoT, market players have not yet converged on a single set of data protection, security, and safety principles for the IoT. Thus, the current standards landscape for the IoT remains profoundly fragmented.36 Self‐regulation refers to a system of rules, standards, and best practices “in which the regulatory target—either at the individual firm level or sometimes through an industry association that represents targets—imposes commands and consequences on itself.”37,38 This self‐regulatory model leads to the creation of a community of shared practices. However, incidents such as the Mirai botnet highlight the limits of industry self‐regulation at the transnational level, especially in efforts to achieve a global baseline of responsible security in IoT devices. The absence of universally agreed‐upon and enforced security standards raises the question about the role of governments in establishing policies, rules, and regulations to set a baseline of responsible IoT security within their jurisdictions.

Up to now, the UK government has adopted a proportionate approach to regulation.39 For instance, the 2014 “IoT Blackett Review” by the UK government Chief Scientific Advisor recommended that “[l]egislation should be kept to the minimum required to facilitate the uptake of the Internet of Things.”40 The UK government was encouraged by the authors of this publication to develop a flexible model for regulating the IoT, which would allow policymakers to react quickly and effectively to technological change. This milestone report marks the beginning of the UK’s active engagement with the IoT and was followed by the establishment of IoTUK in 2015. IoTUK is a three‐year national program designed to amplify the UK’s IoT capability and increase adoption of IoT technologies and services; it is part of the government's £32m (or roughly $45m) IoT investment.41

At the ministerial level, the UK’s digital portfolio is held by the Department for Digital, Culture, Media and Sport (DCMS). As the internet is part of the UK’s critical infrastructure and a core part of the communication sector,42 DCMS has been appointed as one of the leading departments that drive current internet as well as IoT‐related policies. The UK government is actively investing in the IoT, supporting the establishment of projects such as a Smart City Demonstrator in Manchester (CityVerve)43 and the PETRAS IoT Research Hub, a consortium of nine leading UK universities that study IoT security and privacy issues.44

In October 2018, DCMS published its “Secure by Design” guidance which proposed the UK government’s Code of Practice for industry actors developing, operating, and selling consumer IoT services and solutions. The UK government’s recommended 13 guidelines include measures such as the need for IoT systems to be updatable, communication data to be encrypted, and the attack surface to be minimized. In the course of the development of the Code of Practice, DCMS sought input from a range of actors, including industry, academia, consumer bodies as well as other departments and international governments.45 Following an extensive development and consultation and period, the guidelines bring together what is widely considered good practice in IoT security and set out practical steps for device manufacturers, IoT service providers, mobile application developers as well as retailers.46

In addition to DCMS, ministerial departments such as the Home Office, the Foreign Commonwealth Office, the Department for Transport, and the Cabinet Office also focus on cyber‐ and IoT security, and diverse agencies and cybersecurity centers were set up. In the past, these have directed the UK’s cybersecurity agenda; they are now also involved in IoT‐related matters. For example, in August 2017, the Department for Transport published eight principles for achieving good cybersecurity within the automotive sector.47 The guide directs manufacturers to consider cybersecurity at every level of the design and engineering process of vehicles, and highlights the evolving interconnectedness of physical and cybersecurity considerations.

The pervasiveness of software and communication systems in all aspects of society is challenging the previously siloed approach to managing particular policy areas. Many governmental departments are exploring the IoT in their respective sectors, including trade, agriculture, health, and transport. This constellation creates further challenges for policymakers, who are now collectively responsible for cyber–physical security issues, making it increasingly difficult to delineate responsibilities and to coordinate activities. It adds to the fragmentation and coordination problems that the UK government faces, both in regards to “traditional” internet and evolving IoT security.

A recent addition to the UK’s institutional landscape has been the National Cyber Security Centre (NCSC). Opened in February 2017, the NCSC is meant to unite previous independent cybersecurity attempts driven by individual departments – which had resulted in an “alphabet soup” of agencies active in cybersecurity. The coordination problem between these institutions was noted in a November 2015 speech by then‐Chancellor of the Exchequer George Osborne at the British intelligence and security organization, the Government Communications Headquarters (GCHQ).48 The NCSC replaces an array of relevant bodies and agencies involved in protecting the online environment. Thus, the NCSC not only acts as single point of contact for companies, particularly those that form Britain's critical national infrastructure, but also provides a cybersecurity “shop front” to the wider UK economy and society – including parts of the public and private sector, with which security services have traditionally not engaged directly (e.g. small‐ and medium‐sized businesses, charities, and educational institutions).49 In contrast to the NCSC, organizations such as GCHQ, the Centre for the Protection of National Infrastructure (CPNI), and the National Cyber Crime Unit (NCCU), which is part of the National Crime Agency, maintain a more select engagement with specific stakeholders.

The issue of cybersecurity is increasingly captured by multiple regulatory frameworks, creating a complex regulatory environment. For instance, under the Privacy and Electronic Communications Regulations (PECR 2003), providers of public electronic communication services are required to keep communications secure. However, given IoT pervasiveness, placing the responsibility for security on the communication component alone is both disproportionate and insufficient. Luckily, the recent EU NIS Directive (2016/1148), which was transposed into UK law in May 2018, extends security obligations and notification requirements to all digital service providers as well as to operators of essential services. Under this new legislation, the definition of “network and information systems” is extended to include: (i) “electronic communications networks”; (ii) “any device or group of interconnected or related devices, one or more of which, pursuant to a program, perform automatic processing of digital data”; and (iii) “digital data stored, processed, retrieved or transmitted by elements covered under points (i) and (ii) for the purposes of their operation, use, protection and maintenance” (Art 4(1) Directive 2016/1148). Thus, the NIS Directive expands security obligations to a broader set of network and information systems, most of which are components of the IoT ecosystem (e.g. groups of interconnected devices) or underpin the provision of essential services (e.g. operators of energy distribution systems and healthcare providers).

Similarly, current data‐protection laws in the UK have undergone changes that will impact the IoT. The UK is currently operating under the 1995 Data Protection Directive (95/46/EC). However, in April 2016, the European Parliament and the European Council passed the General Data Protection Regulation (GDPR; 2016/679), which repeals the previous 1995 Data Protection Directive. The regulation will apply in the UK, as in all other EU member states, beginning 25 May 2018, and the UK government has confirmed that the decision to leave the EU “will not affect the commencement of the GDPR.”50 The UK is operating under the Data Protection Act 2018, which recently replaced the Data Protection Act 1998. The latest Act achieved Royal Assent in May 2018 and implemented the EU‐wide General Data Protection Regulation (GDPR; 2016/679). The regulation introduces two critical principles of “data protection by design” and “data protection by default,” which call for data integrity safeguards to be built into products and services from the earliest stage of development. Data minimization and privacy‐friendly default settings are also required and are becoming the norm. All of these aspects will have direct relevance for privacy and data management in the IoT ecosystem, as the GDPR will affect most elements of this ecosystem, from how IoT devices are designed to how IoT service providers collect, store, and process data.

As the above review shows, the UK government's cybersecurity policy is still interlinked with that of the EU, but might change as soon as the country officially withdraws from the Union. Until then, established policies remain intact. The form and scope of future policy implementation will largely depend on the agreement that the UK and the EU establish – meaning that Brexit may pose a substantial problem to future IoT security and privacy plans.

In addition to these legislative measures, the UK government has developed cybersecurity‐specific programs and strategies. The UK’s main initiative to build a resilient cybersecurity sector is driven by its National Cyber Security Strategy (NCSS). The first strategy (2011–2016) focused on economic prosperity, protection of national security, and safeguarding the public's way of life by building a more trusted and resilient digital environment.51 It was underpinned by the UK government's £860m (roughly $1.2b) National Cyber Security Programme. In its latest version (2016–2021), the UK increased the investment to £1.9 billion ($2.6b) and now focuses on policies and initiatives across defense, deterrence, and development, and, in a change to 2011, also refers to offensive cyber capabilities and the IoT.52 Nonetheless, the emphasis given to internet‐enabled devices and services is rather limited and in many instances primarily concerned with industrial IoT, rather than its far‐reaching usage across diverse application areas.

Despite the considerable expenditures on initiatives like IoTUK, the UK cybersecurity policy landscape remains fragmented and has yet to develop a clear focus on the evolving interconnected environment. Many sectors retain an emphasis on conventional cybersecurity and data protection, which are undergoing changes and will ultimately create new information‐sharing and coordination challenges for the diverse government agencies and departments mentioned above. The IoT is absent from many of the UK’s cybersecurity related‐documents, including the Cyber Essentials Scheme, which is used in government procurement;53 the 2016 Cyber Security Regulation and Incentives Review, which assessed the need for additional regulation or mechanisms to boost cyber risk management across the wider economy;54 and the UK’s 2017 Digital Strategy, which provides a framework to increase digital infrastructure and advance digital skills in Britain.55 In order to address the emerging IoT risks and opportunities, the UK government will need to consider an adaptive framework to guide future actions and be wary of the distinct issues this new ecosystem poses.




3.5 The IoT and its Governance Challenges

This brief overview of the UK’s policy framework for privacy and security of the emerging IoT environment points to some fundamental governance gaps. These range from the implementation of data protection principles “freely given, specific, informed and unambiguous indication” of consent (GDPR, Recital 32) which is greatly complicated by the ubiquitous and pervasive nature of the IoT ecosystem, to the distribution of responsibility and liability between different stakeholders. Relevant actors will include consumers, service providers, manufacturers, network operators, and the state.

From a security perspective, the current regulatory framework is not yet equipped to adapt to the fast pace of technological development and the widespread use of IoT and related technologies such as advanced robotics and machine learning. This issue is entangled with the lack of economic incentives for firms to incorporate adequate security provisions into IoT products.56 In the commercial realm, there are still many expectations placed on users when purchasing, setting up, maintaining, and disposing of IoT products securely.57 Certification schemes and the development of an associated trust label for the IoT have been proposed at the EU level, and could also influence the UK market.58 Such measures, including the EU Cybersecurity Act proposed in 2017 (COM/2017/0477) and a 2017 European Union Agency for Network and Information Security (ENISA) study on “Baseline Security Recommendations for IoT” could provide tools for IoT stakeholders to evaluate their systems' level of preparedness. Critics also emphasize the limitations of certification schemes, such as the time and effort needed to execute an evaluation.59

There are further questions concerning the types of standards, guidance, and best practices that will evolve in relation to the secure development and maintenance of IoT products and services, especially when it comes to software updates. This is especially challenging when looking at complex systems and the IoT‐supported supply chain, where devices interconnect and frequently rely on one another.

First, when it comes to privacy, data protection, and processing, there are still questions about the extent to which all data that originate from “networked” objects are treated as personal data. These questions were raised in an “Opinion” of the Article 29 Data Protection Working Party,60 which is a European advisory body focused on data protection, and by the Mauritius Declaration of the International Conference of Data Protection and Privacy Commissioners.61 According to both bodies, data that could enable discernment of the life pattern of a specific individual or family should be considered personal data. In addition, the Article 29 Data Protection Working Party recognized that “the large amount of data processed automatically in the context of IoT entails risks of re‐identification.”62 This approach has been regarded as enlarging the principle of “personal data” to reflect data that relates to the environment in which an individual operates, as well as data that is specifically anonymized. It further constitutes a position that has been perceived as creating uncertainty by generalizing the principle of “personal data,” demanding further clarification.63

Second, there is the issue of “consent” as a fundamental data protection principle that gives “data subjects” control over the information being collected and processed. However, given the complex and heterogeneous nature of the IoT ecosystem, it might be difficult to obtain individual consent for each tier of the IoT.64 These tiers range from the data collection, to the data storage, to the data processing phase that can cut across multiple suppliers and geographies. The Article 29 Working Party and the Mauritius Declaration have again reacted to this issue by proposing that end users should be “offered simple opt‐outs and/or granular consent” in this process.65 This approach is, once more, particularly challenging if applied uniformly to every aspect of data processing and data management. It raises the question of whether individual consent is in fact needed for every instance when information is accessed, or whether there are instances in which users can be sufficiently informed through a Terms of Service Agreement when signing up for an IoT‐based service.

While these factors are challenging for the EU, the UK’s planned exit by March 2019 raises questions about how the UK government will respond to these problems and whether it will align with future decisions made internally at EU level. The global and ubiquitous reach of the IoT will not allow for geographically limited regulation, and there will be a call for regional and international cooperation from which the UK will not be able to exclude itself.66 Although the UK has the capacity to engage elsewhere, including the United States or Asia, the EU's size and scope permits it to sustain an active dialogue with key states such as China,67 which might not be the case for the UK on its own. The UK’s exit from the EU may consequently affect its status within international collaboration mechanisms, requiring the UK government to make forward‐thinking and adaptive policies that can account for all the different futures made possible by the IoT and Brexit.

A policy development that is particularly worrying within the UK is the increasing expansion of surveillance powers that can have far‐reaching consequences when applied to the IoT. For instance, the Investigatory Powers Act (2016; ruled unlawful by the Court of Appeal in January 2018) legalized a variety of tools for intercepting and hacking by UK security services.68 Together with calls for banning encryption technologies,69 such disproportionate legislations lay the foundation for possible misuse of internet‐connected devices for monitoring purposes. As trust in IoT devices is still relatively low,70 such dynamics, which intersect with the protection of human rights, may stifle the uptake, impacting negatively on the potential positive outcomes of the IoT.

In addition to these security and data protection concerns, questions about liability are core IoT governance challenges and come into play at different levels of the emerging IoT ecosystem. There are liability concerns in regards to the increasing reliance on the IoT in the supply chain, the evolving automation of decisions through machine learning, and the obligations that IoT manufacturers will have when it comes to product and potentially even software liability. As the EU product liability regime currently does not account for software flaws – despite the increasing interdependence of software and hardware – policymakers will need to consider mechanisms to deal with vulnerabilities that apply to services rather than solely products. Liability is a factor that might also require changes to the concept of a product warranty. Software liability is a particularly controversial topic within the industry.71 The contestation around liability highlights the competing interests that shape the IoT ecosystem, with regulators having to mediate between diverging viewpoints and reconcile between market and consumer interests. One potential mechanism to deal with liability issues could be a shift to incentivize risk management through insurance mechanisms that would closely match the UK’s status as an international banking and insurance hub and foster its position by leading the way in cyber risk and liability insurance.72 Nonetheless, the enforcement of security, and even less likely privacy measures, cannot be left to the insurance sector alone. Such efforts also would require enforceable guidelines and policies, and the setting of minimum standards upon which risk assessments can be made.

One final challenge is that IoT security – like cybersecurity of the past – is as much about nontechnical solutions as it is about technical ones. IoT security has to account for the interaction of technology with people, processes, and organizations. This requires an established culture of security that equals other programs that foster cultures of safety and consumer awareness. The UK government has already taken an active stance to foster digital skills through its Digital Strategy,73 as well as through activities such as the sociotechnical security blog that is part of the NCSC and the Research Institute in Science of Cyber Security (RISCS). While this does not mean that there are no further measures to be taken, there are signs that at least within this context, the UK has already managed to adjust to the changing circumstances in society through an adaptive policymaking approach that engages with a range of uncertain challenges that lie ahead.



3.6 Conclusion

This chapter explored the UK’s IoT policy landscape as well as various unique governance challenges that the IoT introduces. The chapter functions as a foundational overview and snapshot of the current landscape of connections between IoT and cybersecurity governance, both in the academic as well as the practitioner's realm. It outlined the IoT's threat vectors and discussed the relevant risks and uncertainties of these interdependent systems. The assessment of the IoT's potential attack scenarios provided the foundation for the analysis of the UK government's approach to the IoT and the institutional structures and legislative foundation within which these cyber–physical systems are evolving. In particular, the diverse governance challenges that stretch from privacy‐related questions to liability concerns highlight the need for flexible policy mechanisms.

Governments across the world are only beginning to develop IoT‐specific policies and adjusting existing legislation to the novel privacy and security demands of the IoT. Consequently, this chapter argues that states such as the UK would do well to implement an adaptive policymaking approach that accounts for a range of potential futures and is flexible enough to foster innovation. Adaptive policymaking frameworks will enable the UK government to be more effective in managing future trade‐offs and to be responsive to the uncertainties that the IoT presents. IoT‐related risks require forward‐thinking approaches to policymaking and governance that not only reactively respond to challenges, but proactively prepare for successes as much as for failures.

The chapter also points out some of the potential challenges and pitfalls that policymakers are facing. In particular, the lack of IoT security specifications will need to be addressed. This calls for a critical analysis of the current situation and potential futures, which can provide a basis for the development of policy pathways that are able to account for changing circumstances, and have built‐in monitoring mechanisms to respond to new conditions.74 With the establishment of the NCSC and the support of IoT‐related research projects and innovation hubs, the UK government has already taken preemptive steps to prepare for the emerging IoT ecosystem. However, international and regional coordination that reflects the interconnected, co‐dependent, and global character of these devices and services will also be required.

Lastly, the UK will also have to reflect critically upon the kind of “smart” society it aims to be. Any policy measures are expected to account for the security of the UK’s infrastructure and society, while also guaranteeing human rights such as privacy. To achieve this, and strike a balance between diverse trade‐offs and interests, the support of actors including industry, academia, and civil society will be needed. Input from all of these stakeholders is necessary, as is harmonization along the lines of the evolving international context. Such an adaptive and holistic approach can help the UK to remain connected to state‐of‐the‐art research and concerns, have access to the European as well as international markets, and remain a significant player in this emerging field.
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4.1 Introduction: The Challenge of Ecosystem Risk

Over 100 000 commercial and cargo flights occur every day.1 Ensuring the safety and security of the airplanes, airports, goods, passengers, and other people in and around (and below) the ecosystem requires an immense amount of domestic and international cooperation by public and private organizations. As technological innovations increase connectivity between people and devices, the aviation industry faces unique cybersecurity challenges. Hub airports and “just in time” connections mean that one airline's problems can have spillover effects on the rest of the industry.

In addition to icons such as Lufthansa, American Airlines, United Airlines, LAX, and ORD, the aviation industry depends on thousands of smaller organizations as well. These range from regional airports to luggage‐management organizations to manufacturers of In‐Flight Entertainment (IFE) systems. At airports, vendors give employees and contractors access to sensitive areas where a malevolent or negligent person could cause catastrophic harm to physical and communication systems. Government also has many relationships with aviation, including purchasing aircraft, regulating safe air travel, administering Air Traffic Control (ATC), and owning and supplying important information, like GPS and weather data, to the industry.

Increasingly, these organizations are not only providing luggage, meals, and engine parts to airports and Original Equipment Manufacturers (OEMs) but also electronic tickets, weather data, and flight maps. When these data feeds are interrupted, the entire industry can be brought to a halt. In 2016 and 2017, Delta,2 Southwest,3 and British Airways experienced major information technology (IT) outages that forced the cancellation of thousands of flights and had worldwide ripple effects. In addition to critical internal corporate IT systems, airports and government systems such as ATC administrators also maintain numerous IT systems important to safe air travel. Finally, the industry must survive in a quickly digitizing world with hardware that was not built for an interconnected age. A bevy of digital devices now form the core of any flying experience, from Electronic Flight Bags (EFBs: devices, like smart tablets, that have replaced the suitcases full of flight data that pilots used to carry) to IFE systems to the Internet of Things (IoT) in airports.

Balancing on top of these aging, complex, and just‐in‐time systems are both a global economy and consumer confidence that is easily shaken by accidents and attacks. While the global transport of food, medicines, and mail can occur with little consumer interaction, many consumers can simply choose not to travel if they do not trust that they will land safely and with minimal avoidable delays. After the tragic attacks occurred on 11 September 2001, the aviation industry lost $22 billion and took three years to recover.4 The trust between consumers, government, and airlines can be easily damaged by cyberattacks as well as physical attacks. Ransomware or disruptive malware such as WannaCry5 and NotPetya6 can attack systems indiscriminately and have crippled interconnected systems at law firms, hospitals, and manufacturing facilities. Such an attack on an airline, airport, or airplane (if the malware were to end up there) could result in severe disruption.

Managing these interconnected, digital risks has required a different approach to cyber‐risk governance. While individual airlines also have traditional corporate IT challenges, the collective risk shared by the ecosystem cannot be mitigated adequately on an individual basis. Aviation industry members have realized that they must coordinate. While it is necessary that each organization manage its own cyber risks, interactions and shared resources also necessitate coordination and cooperation between organizations.

This case study reviews how the aviation community is developing a collective approach to cyber‐risk management. Through statements of principles, mapping of the complex aviation supply chain, and a focus on table‐top exercises, the aviation industry has approached cyber risk differently from many other industries. Due to the symbolic importance of the aviation industry and its many public and private partners, industry leaders have focused on understanding how collective, just‐in‐time incident response can be shaped to meet the needs of the aviation industry membership.


4.1.1 Aviation Is a National and Global Target

Due to the inherent dangers of flying and the complex equipment required to make flight possible, federal oversight has existed for almost as long as regular air travel. In its earliest days, aviators wanted federal oversight to ensure that pilots were properly trained and planes were adequately maintained.7 This culminated in the Air Commerce Act (ACA), which created the Aeronautics Branch, responsible for safety oversight, within the Department of Commerce. Ultimately, this gave way to the Civil Aeronautics Act and the Federal Aviation Agency.8

Despite this oversight, aviation has faced serious risks from a variety of accidents and natural hazards. Increases in air travel after World War II led to a strain on oversight capabilities, contributing to a peak of 2373 deaths from 72 airliner accidents in 1972.9 While air travel has become markedly safer since then (there were only 17 accidents, causing 258 deaths, in 2016), new threat vectors have been added as aircraft become increasingly dependent on IT and Internet‐connected devices.

Alongside concerns related to equipment failures, weather, and bad information, terrorists have also played a role in the evolution of flight safety. While the first recorded aircraft hijacking took place in 1931, terrorist hijacking of airplanes peaked in the 1970s, until regulations made boarding aircraft with weapons increasingly difficult. Near‐universal physical screening of passengers and baggage began in 1973, when the public was so weary of these attacks that people welcomed the inconvenience of delays in the name of safety.10 While occasional, significant incidents continued to occur, such as the bombing of Pan Am flight 103 in 1988, aviation security largely became a secondary or “solved” issue until 11 September 2001.

The 9/11 terrorist attacks prompted a fundamental restructuring of American aviation oversight. The use of an airplane as a weapon allowed manufacturers, regulators, and passengers to reevaluate every moment from ticketing to boarding. The Transportation Security Administration (TSA), part of the Department of Homeland Security, was created after the attacks to ensure security in US airports and air travel, using classified intelligence, canine units, air marshals, screening, and any other tool that might be effective at reducing the risk.11 As the number of federal employees focused on protecting the aviation ecosystem has increased, coordinating roles and responsibilities, sharing information, and responding to private‐sector requests has become more complicated.

In recent years, the aviation system has remained both a target for malicious actors12 and a vulnerability that demands prioritization from the US government. In his 2013 State of the Union Address, President Barack Obama identified air traffic control systems, alongside the power grid and financial institutions, as critical infrastructure targeted by enemies.13 While the physical terrorist threat is clear in society's mind, it is important to distill the potential harms relevant to the aviation industry.


4.1.1.1 The Cyber Harm

Discussions of the cyber threat to aviation typically start and end with the risk of attackers “hacking airplanes” and causing loss of life. While this is of course an important concern, there are other disruptive and destructive possibilities that could harm components of the aviation ecosystem as well as individual liberty and privacy. Many of these attacks or incidents would be just as painful to the industry: reducing trust, impeding global trade, and harming the employees, shareholders, and customers of the aviation industry.



4.1.1.2 Economic Harm14

In June 2017, the British Airways IT outage provided some insight into how expensive a relatively limited outage can be for an airline. It took approximately three days to resolve the outage and rebook all the stranded passengers, costing British Airways over $100 million.15 A one‐day loss for any North American airline would have cost almost $50 million in 2016.16 The International Air Transport Association expects net profits of almost $30 billion in 2017 for the global industry as a whole (down from a historic peak of $35.6 billion in 2016).17

Aviation has become integral to the global economy, and therefore a target to anyone who wishes to interrupt or harm international movement. As a former head of Boeing's commercial airplanes division once stated, “[T]he global aviation system is a very complex and integrated system. As dependence on this system increases, it also becomes a target for those seeking to disrupt the industry and the global economy. The impacts of an attack on our national air transportation system would be felt far beyond the aerospace industry, and solutions must take those interests into account.”18 These substantial losses would affect the aviation and aerospace industry in addition to many others in the global economy.

Traditional financial cybercrime is also a challenge for the aviation industry. Criminals typically target airline credit cards, frequent flyer miles,19 and personal information. Airlines and the third‐party vendors that support this industry must protect their corporate networks in addition to meeting the operational challenges of flight safety.20 Direct financial theft and vendor delays can be compounded in shareholder losses when investors lose confidence in the aviation ecosystem.



4.1.1.3 Political/Governmental Harm

The events of 9/11 were a direct hit not only to the aviation industry but to the US government as well. Citizens generally believe that the Federal Aviation Administration oversees and assures safe civilian air travel, with the National Transportation Safety Board thoroughly investigating occasional problems when they arise. A successful cyberattack reduces the trust of citizens in these institutions and inhibits the government's ability to execute its missions.



4.1.1.4 Reputational Harm

Being a passenger on an airplane is a display of trust in the airline. Generally, customers have options: they can choose from a variety of airlines (or other modes of transportation) for any given departure and arrival combination. Most passengers choose a flight based on a combination of convenience, timing, and cost, because all US airlines are considered safe.

A single cyberattack – or worse, a repeated attack – affecting one airline or a subset of aircraft used by certain airlines would have major negative consequences. Reputational harm is frequently hard to measure, due to the many factors involved for a given customer. However, single events, like the Exxon Valdez oil spill,21 can leave scars on a corporation for decades. While society seems to have an increasingly short memory, the list of companies known for major cyberattacks committed against them is lengthy and growing: Target,22 Sony Pictures,23 Yahoo,24 and Equifax.25



4.1.1.5 Physical Harm

Using cyber means to inflict physical harm to an aircraft or component of the aviation ecosystem remains theoretical for now, thankfully. While the aircraft is understandably the focus for aviation safety, there are additional systems that could be attacked by cyber means to cause physical harm. This could happen at airports (e.g. on automated systems such as baggage movers, or with building management systems) as well as in the supply chain, where industrial cyberattacks could be devastating and delay the production of aircraft for months.



4.1.1.6 Psychological and Emotional Harm

Governments, corporations, and citizens trust airlines today to move people and cargo quickly around the world. In the months after 9/11, many people refused to fly out of fear that another terrorist attack would target their plane. A cyberattack against an airliner or cargo jet, particularly an attack without an easily identified and executed remedy, could cause many to resort to alternative forms of transportation. While this might be a boon to trains and ports, it would slow down global trade and tourism.




4.1.2 Domestic and International Challenges of Aviation Governance

To understand the governance challenges of the aviation industry, it is necessary to identify the public and private actors in this ecosystem. The complex array of regulators, vendors, and producers has grown as the major airlines have consolidated, leaving the system vulnerable to one major attack impacting a disproportionate number of key players. In order to govern cyber risks, this ecosystem needs the ability to identify threats, regulate or enforce security requirements, and respond to cyberattacks across organizations.

Within the United States, the aviation ecosystem has three main components. One is the government. Numerous government agencies have some responsibility for aviation, from the FAA and TSA to NASA and the Department of Defense. These agencies have a range of missions and responsibilities for identifying, protecting, and responding to cyber threats and attacks. In some areas, it is clear who is in charge: for example, the FAA operates the Air Traffic Management system around the country. In other areas, like responsibility for cyber threats at airports, several agencies could be in charge, and many regulations could be read to include or not include cyber threats.

The FAA's airworthiness standards require special mention because they create a difficult challenge for the industry as a whole. In order to receive certification to fly in the United States, software must work only as intended.26 Typically (and not specific to aviation), 1 vulnerability is found in every 1000 lines of code (and this is a conservative estimate).27 A Boeing 787 Dreamliner requires seven million lines of code to fly.28 Even assuming an extraordinary level of caution, it is hard for many to fathom the idea that an aircraft as complex as a Dreamliner has no software vulnerabilities. Yet, to fly, the aircraft must be certified that there is no “non‐intended function” in the software. This is one example of the challenge of using a static regulation in an area as complex as the software on an aircraft.

In the private sector, it is useful to distinguish the OEMs producing the aircraft (a second component in the aviation ecosystem) from the airlines, the airports, and the supply chain that supports them in their day‐to‐day operations (collectively, a third component). Building an aircraft requires thousands of components, many of which come with their own code, brought together by the OEM, most commonly Boeing or Airbus. This takes years from design through production and is regulated by a combination of FAA requirements and OEM contractual demands. The supply chain that enables airports and airlines to operate includes everything from maintenance teams to food services to airline reservation systems. There are hundreds of companies that could be targeted for sensitive information or disrupted in a way that could affect the entire industry.

Add to this the fact that thousands of flights leave from and arrive in the United States every day. Other countries have their own airlines, supply chains, and airports with their own risks, some physical and some related to software and hardware systems. Organizations such as IATA and CANSO provide international regulation of some components of international aviation. There are also international conventions, such as the Chicago Convention,29 which established ICAO, and the Tokyo Convention,30 which governs crimes committed onboard aircraft. Cyber threats have added a new layer of concerns to these structures and do not fit neatly into any existing governance model.

International organizations and foreign regulatory authorities have authority and do provide tremendous oversight and resources to ensure that aircraft operated today meet all applicable safety standards. Still, challenges remain: sharing information with international partners in a global industry; addressing security risks and staying efficient while maintaining rigorous safety standards; ensuring security while enabling innovation for new entrants, such as unmanned aerial systems (UAS, i.e. drones); accommodating large and small companies that have vastly different resources for cybersecurity; and, being transparent about security efforts without sharing so much information that it creates vulnerabilities or causes undue panic for the traveling public. Balancing these challenges has become paramount for an industry that knows another attack could cause the same multiyear losses and dramatic reduction in confidence (not to mention the potential loss of life) that happened after 9/11.

Finally, the aviation industry has one additional wrinkle that makes it unlike most other industries: an aircraft is expected to operate for 30 or 40 years. Technology changes much faster, and intended functions can change drastically. Adding connectivity to systems that were not designed to provide secure connections between particular components can lead to additional vulnerabilities. As careful as aircraft manufacturers are, ensuring product security for aircraft is more complex than for many consumer goods, and the consequences are significantly greater.

An airplane takes years to build. Changing one line of code on an aircraft computer can require a year of testing. In that time span, an aircraft in operations may be touched by thousands of maintenance workers, pilots, flight attendants, and passengers, any of whom may attempt to alter or insert malicious code. This ecosystem is not conducive to adapting to the rapid pace of cybersecurity. The government and the private sector know they must work together and are attempting a shared responsibility approach that recognizes the interconnected nature of the aviation industry.




4.2 Progress So Far

In the face of these challenges, participants in the aviation sector have made significant efforts to improve cybersecurity and the collective governance of cybersecurity challenges. Before reviewing these efforts, it is worth observing some long‐established cultural attributes and experiences of the aviation sector that form the foundation and background for many of today's efforts in cybersecurity. The aviation sector has, for a long time, been a global industry; cooperation across national lines is an established practice. The aviation industry understands the critical importance of safety and has achieved a remarkable “five 9s” record of reliability and safety, even as it operates tens of thousands of just‐in‐time flights daily in different systems and environments around the world. The aviation industry, especially airplane manufacturers and airlines, recognizes that rigorous design, engineering, training, and culture are all critical to achieving this safety record; changes are generally methodical and slow, and are tested and certified before being put into service. Finally, evolution in the aviation industry – as in other industries – has often been driven by a relatively small number of leading nations and companies (especially airlines and manufacturers), which set the tone and often catalyze the development of guidelines and standards. Yet, industry standards and guidelines must work for airports, nations, airlines, and suppliers both large and small. These attributes form the backdrop of the aviation industry's efforts in recent years to improve cybersecurity and the collective governance of cybersecurity challenges.

This section provides a timeline and analysis of key improvements in aviation cybersecurity. It is impossible to pinpoint “the beginning” of these efforts or a single, most important effort. However, there is one event, and even one document, that marks an appropriate starting point. This is purposely an incomplete history of aviation cybersecurity, instead looking back to a key moment and then considering what, in the past several years, has driven the conversation forward towards a model of collective governance.


4.2.1 The AIAA's Decision Paper, “The Connectivity Challenge: Protecting Critical Assets in a Networked World” (August 2013)

In the summer of 2013, the American Institute of Aeronautics and Astronautics (AIAA) gathered thousands of aviation professionals in Los Angeles for its inaugural AVIATION 2013 conference. If attendees needed a reminder of the enormity and global nature of their industry, the city where they were meeting offered it: its intercontinental hub airport, Los Angeles World Airports (LAX), was in 2013 the sixth largest airport in the world, with 66.66 million passengers that year, and growing fast.31

The AIAA is a global, technical society of aerospace professionals, companies, and students with more than 35 000 members worldwide. The AIAA's new conference sought, in the words of AIAA president Mike Griffin, to “go beyond the discussion of the purely technical issues that AIAA conferences often explore. We will discuss the policy, technological, and environmental challenges facing the future of flight.” Cybersecurity was on the agenda. In the lead‐up to the event, Michael P. Delaney – the conference executive chair and then‐vice president of engineering at Boeing Commercial Airplanes – highlighted that “connectivity has provided the aviation industry with multiple opportunities to improve efficiency to create new products and services. While this influential technology holds great promise, it may also empower those who would disrupt the aviation industry.”32

On 13 August, the AIAA published a decision paper entitled “The Connectivity Challenge: Protecting Critical Assets in a Networked World: A Framework for Aviation Cybersecurity.”33 From a cybersecurity governance perspective, the paper was notable for several reasons. First, it framed the problem around aviation’s role in the global economy and the fact that “disruption to this flow can result in significant economic and social disruption that would ripple across the globe.”34 Second, while recognizing past efforts in aviation security and cybersecurity, the paper did not shy away from stating the depth of the problem bluntly: “Currently, there is no common vision, or common strategy, goals, standards, implementation models, or international policies defining cybersecurity for commercial aviation.”35

Third, the paper presented a framework for action that did not focus exclusively on technical or policy solutions, nor on short‐term or long‐term fixes. Rather, it took an expansive view and identified 11 elements that should be part of a roadmap for global aviation cybersecurity:


	Establish common cyber standards for aviation systems

	Establish a cybersecurity culture

	Understand the threat

	Understand the risk

	Communicate the threats and assure situational awareness

	Provide incident response

	Strengthen the defensive system

	Define design principles

	Define operational principles

	Conduct necessary research and development

	Ensure that government and industry work together36



Fourth, the paper enshrined the idea that securing aviation from cyber threats must be “a shared responsibility, involving governments, airlines, airports, and manufacturers.” Elsewhere, the paper also highlighted the importance of the supply chain: “The interconnected global aviation system represents one of the most complex and fluid networks of systems. The nodes in this network include everything from production of aviation products to the many services required to operate airlines, airports, and air traffic services.”

Fifth, the decision paper included an explicit call for action in the form of six recommendations:

The aviation community must pursue the following course of action in light of the evolving nature of cyber threats:


	implement common cybersecurity vision, strategy, goals, and framework to address evolving threats;

	increase the cooperation and focus within the aviation community, with the active participation of all major industry players;

	leverage, extend, and apply the existing industry best practices, the response team, and the research and education efforts under,way[sic];

	bring the appropriate government agencies into the discussion;

	begin building a roadmap by identifying near‐, mid‐, and long‐term actions; and

	establish a governmental and industry framework to coordinate national aviation cybersecurity strategies, policies, and plans.37



By providing an encompassing definition of the problem and the path to solving it, the AIAA paper became a reference text that influenced many of the efforts that came after it.



4.2.2 The Aviation Information Sharing and Analysis Center (A‐ISAC) (September 2014)

A year later, in September 2014, industry leaders established the A‐ISAC.38 The A‐ISAC offers a range of services39 to help member companies share information with each other and, increasingly, with government. It does so by providing a legal framework for communicating, providing technical means to facilitate more secure information sharing, and convening calls and meetings that build relationships and thereby encourage cooperation. The founding membership was concentrated in the airline and airplane manufacturer segments of the industry. Now in its third year, the A‐ISAC is actively seeking to add more airports and companies from the supply chain.



4.2.3 The Civil Aviation Cybersecurity Action Plan (December 2014)

On 5 December 2014, five multinational organizations committed to a Civil Aviation Cybersecurity Action Plan to coordinate their efforts for aviation cybersecurity. The leaders of the Airport Council International (ACI), the Civil Air Navigation Services Organisation (CANSO), the International Air Transport Association (IATA), the International Civil Aviation Organization (ICAO), and the Aerospace and Defense Industries Association of Europe (ASD) signed the document. In it, they commit to principles and an action plan that closely resemble the AIAA framework of 2013. They recognized “the need to work together, guided by a shared vision, strategy and roadmap to strengthen the aviation system's protection and resilience against cyber‐attacks.” Further, they identified the following 11 commitments, which align with many of the elements of the AIAA Framework:


	Develop a common understanding of cyber threats and risks;

	Share assessments of risks;

	Agree [sic] common language and terminology;

	Develop joint positions and recommendations;

	Present a coherent approach to the public;

	Promote cooperation among State‐level appropriate authorities and industry to establish a coordinated aviation cybersecurity strategies, policies, and plans;

	Promote a robust cybersecurity culture in all organizations in civil aviation;

	Promote the use of existing information security and cyber protection best practices, standards and design principles, and establish new ones, where necessary;

	Establish the mechanisms and means to share and communicate information including identification of threats, reporting of incidents and developments in defenses;

	Communicate threat‐related information and assure situational awareness;

	Refine best practices, operational principles and defensive systems, as appropriate.40





4.2.4 Connecting the Dots on Connectivity (2015)

In 2015, the pace of activity around cybersecurity for connected aviation systems quickened, and various actors – including government agencies, aviation companies, and hackers – started to interact more, sometimes at odds with each other and sometimes cooperatively. While leaders in the aviation industry motivated colleagues to address cybersecurity issues, outside forces also pushed the industry to tackle cybersecurity – and to work with a broad community to do so – by shining a light on key risks.

In January, the Government Accountability Office (GAO) issued a report that identified a lack of security governance and “significant security control weaknesses … in controls intended to prevent, limit, and detect unauthorized access to computer resources, such as controls for protecting system boundaries, identifying and authenticating users, and authorizing users to access systems, encrypting sensitive data, and auditing and monitoring activity on FAA's systems.” The end result, the GAO said, was “placing the safe and uninterrupted operation of the nation's air traffic control system at increased and unnecessary risk.”41

In April, the GAO issued another report, this time also addressing emerging risks for modern, connected aircraft. “As part of the aircraft certification process,” the report stated, “FAA's Office of Safety (AVS) currently certifies new interconnected systems through rules for specific aircraft and has started reviewing rules for certifying the cybersecurity of all new aircraft systems.”42 Both Boeing and Airbus immediately released statements acknowledging the risks but simultaneously asserting that the systems were secure and that “such discussion might be counterproductive to security.”43 The report also identified threats to federal systems, noting that the pressure was on the government to upgrade legacy systems, conduct monitoring, and prevent cyberattacks.44



4.2.5 Hackers Allege Aircraft Vulnerabilities (2015)

On 17 April 2015, a search warrant was issued against Chris Roberts, a hacker who had claimed discovery of aircraft vulnerabilities while on a United Airlines flight.45 While dialogue between hackers asserting vulnerabilities and corporations acknowledging and fixing them has existed for a long time, this was the first claim against an aircraft, and rattled the industry. The allegations were not just about the plane that he was on, but about past planes, both Boeing and Airbus models, equipped with particular IFE systems produced by Panasonic and Thales.46 Most disturbingly, Roberts claimed that he wrote code that gave a “climb” instruction to an engine, “caus[ing] one of the airplane engines to climb and resulting in a lateral or sideways movement of the plane during one of these flights.”47

The response from industry was swift: what Roberts told the FBI was technically impossible.48 In the wake of this response, Roberts, Hugo Teso, and others argued with industry and experts over whether software on an aircraft differs from any other type of software.49 However, airlines and OEMs had no way to respond to and engage in a conversation about cyber threats to aircraft without compromising their airworthiness certification. This did not prevent some from establishing other programs intended to demonstrate that airlines were concerned with cyber threats.



4.2.6 United Airlines Opens Bug Bounty Program (2015)

In May 2015, United Airlines became the first airline to open a bug bounty program, paying hackers to search for and disclose vulnerabilities found in their proprietary systems privately.50 Notably, not all bugs were eligible for submission. As of early 2018, bugs on customer‐facing applications, cross‐site scripting issues, and the United app, as well as bugs that reveal “reservations, MileagePlus numbers, PINs or passwords,” are all eligible. Ineligible bugs, which hackers should not spend time finding because there is no reward for them, are those on legacy or unsupported operating systems, internal United sites, and “bugs on onboard WiFi, entertainment systems [such as IFEs], or avionics” (emphasis added).51 While Chris Roberts and others focused on the ability to attack software on board an aircraft, United's bug bounty program attempted to refocus hackers away from these threats and towards more traditional attacks targeting their mobile app and website bugs. This should not be viewed as criticism: even opening a bug bounty program for avionics would suggest that software on board an aircraft might be capable of “non‐intended functions.”



4.2.7 Aviation Security World Conference (2015)

At this conference, the organizations and companies that make up the global aviation ecosystem had a more systemic and organized response to the major story of the year: that hackers were targeting aircraft, even if only to prove that vulnerabilities existed.52 First, multiple aviation industry associations announced that a team had been assembled to work on a declaration on cybersecurity for the United Nations' aviation safety arm in 2016.53 IATA Director General Tony Tyler called on aircraft manufacturers to do more, asserting that they have more experience dealing with cyber threats because they also produce military aircraft.54 And finally, James Vasatka, Boeing's then‐director for aviation security, stated that Boeing hires hackers to attack their systems. According to Vasatka, “They (the hackers) are absolutely stunned at the quality we put in our software and products. It would be very difficult in today's environment to disrupt that for the flight‐critical systems.”55

Additionally, CANSO Director General Jeff Poole advocated a “twin‐track” approach, combining an overall approach devised by industry partners with an individual approach from stakeholders based on their location in the aviation ecosystem.56 He highlighted threats to technologies currently being deployed, such as Automatic Dependent Surveillance‐Broadcast (ADS‐B), which is intended to help aircraft identify each other and provide better information than existing technologies.57 “Protecting our industry from cyber‐threats is hard, probably one of the hardest things we have to tackle as an industry… [W]e need to find new ways to overcome the very real challenges that exist to sharing information…”



4.2.8 Conferences and Organizations Mature (2015 and Beyond)

In November 2015 and May 2016, the Aviation ISAC held its first two summits in coordination with the National Health ISAC. This coordination enabled the Aviation ISAC to reduce costs and foster information sharing with another industry (one with an ISAC that had already hosted several summits), while also bringing its own members and potential members together. The summits included briefings from cybersecurity vendors and panels specific to the aviation industry, focusing on topics such as product and supply chain cybersecurity, incident response, and public–private sector collaboration.58

Later in 2016, the 39th Assembly of ICAO unveiled the Dubai Declaration, the culmination of last year's promise to deliver a global declaration on the importance of cybersecurity preparedness in the aviation industry.59 The Declaration noted the importance of sector‐wide coordination, particularly among disparate entities including “air navigation service providers, aircraft and airport operators, and others…”60 Importantly, in what is becoming a frequent refrain to cybersecurity and automation threats, the president of the ICAO council, Dr. Olumuyiwa Benard Aliu, noted the “inherent mitigation capabilities” of pilots and air traffic controllers, colloquially known as “humans in the loop.”61 In November 2017, ICAO released its Global Aviation Security Plan, which lays out objectives, priorities, and a roadmap until the 40th Session of the ICAO Assembly in 2019.62

Finally, in December 2016, the Aviation ISAC held its own summit at Boeing's facilities outside Washington, DC. At the event, members participated in a table‐top exercise designed to test the response capabilities of participants. They also heard from experts in the public and private sector on supply chain challenges, information sharing, and the importance of collective governance.




4.2.9 Industry Takes the Lead (2017)

In 2017, private companies began organizing cybersecurity events in their own names in order to combat threats to their systems, vendors, and customers. One of the major non‐US aerospace product providers, SITA, organized a conference in Dubai “to share and understand cybersecurity challenges and how we can tackle these as a community with solutions that are tailored to the needs of the air transport industry.”63 Leadership from such a company, which is a provider of products and services to organizations throughout the aviation ecosystem, will be crucial in implementing the advice of CANSO Director General Jeff Poole.64 In addition to being a member of the Aviation ISAC, SITA has rolled out its own Community Cyber Threat Center, enabling members of its community and those who use SITA products to share and collaborate, alert other members, and receive weekly news and threat updates.65 This is one example of how an industry member can independently tackle cyber threats on its own systems and in its ecosystem.




4.3 Aviation's Tools for Cyber Risk Governance

A review of the aviation industry's approach to cyber risks reveals some important tools that helped public and private members. While these are not the only effective methods, they were especially suited for an interconnected industry that is tackling a variety of challenges.

First, table‐top exercises have been effective in bringing members together and identifying some of the key challenges within the industry. Most recently, the Aviation ISAC coordinated a table‐top exercise in 2016 and 2017 that brought members together to focus on threats to the community. In addition, the US government has also coordinated a series of exercises (such as Cyber Guard66) that have pushed the ability of agencies to respond to cyberattacks in coordination with the private‐sector owners of critical infrastructure. In addition, organizational components of the aviation ecosystem including Air Traffic Control Association (ATCA),67 and other countries such as Singapore,68 have organized cybersecurity exercises focused on threats to aviation.

As in other industries, information sharing has also been a focus. ISACs by nature are intended to be information‐sharing centers.69 The aviation industry is in a unique position because some of its members, like Boeing, are part of the Defense Industrial Base,70 where they and receive classified information. Others, including most airlines, do not have or need access to vulnerabilities in military systems (except when the same as civilian systems). The Aviation ISAC has focused on integration with the Department of Homeland Security, occupying a seat on the watch floor at the National Cybersecurity and Communications Integration Center (NCCIC). The challenge continues to be how to integrate a disparate set of enterprises with vastly different resources and capabilities. Small airports do not have the funding to be part of a private information‐sharing organization or invest in technology to automatically receive and resolve threat data. Through many of the key moments in the aviation cybersecurity timeline, formal and informal relationships have developed to build information‐sharing connections.

The role of the Aviation ISAC in bringing key stakeholders together was necessary to the continued development of collective governance. While led initially by individual stakeholders such as aircraft manufacturers and lone voices demanding focus on a key issue, the ISAC has developed into a central node in aviation cybersecurity. Perhaps most importantly for its longevity, it has expanded from OEMs and airlines to include many parts of the supply chain and enhanced its relationship with the federal government. The Aviation ISAC has continued to play an important role in the domestic and international drive to improve cybersecurity throughout the aviation ecosystem.

In sum, key members in the aviation sector have led an industry‐wide approach to cybersecurity governance. This has provided a platform for airlines, aircraft manufacturers, airports, and the government to develop a concerted effort to address cybersecurity. Their challenge, and opportunity, has been to take an extremely rigorous and successful safety culture and apply it to security, where absolute statements regarding intended use of systems may not account for purposeful manipulation by hackers, and threats change rapidly.



4.4 The Path Forward

The aviation industry has made significant strides to improve collective risk management, and there is much that can still be done. This section identifies four areas with room for enhancing collective risk management, and one key enabler that is critical to success in all four areas.


4.4.1 Collective Third‐Party Risk Management

The aviation sector depends on countless third parties that provide services, products, and data that are often critical or time‐sensitive. In most cases, these third parties are smaller companies than the airlines and airplane manufacturers they support, and many of them do not apply the same level of resources to assuring information security. This creates risks, including the possibility that a critical third party is disrupted and off‐line for a period of time due to a cyber incident, or that a third party becomes the “weak link” through which an attacker gains a foothold in another company. Because a single third party, like a company that makes software for check‐in kiosks, might provide its products and services to multiple airlines or airports, third‐party disruptions can have disproportionately large effects.

As in other industries, larger companies can increasingly impose cybersecurity requirements on their suppliers, but doing so one company at a time, without coordinating, has two downsides. First, it is an inefficient use of resources for multiple companies to evaluate the same risks and programs with the same third parties. Second, responding to dozens of similar, but not quite identical, questionnaires and reviews imposes a significant compliance burden on the suppliers. For vendors with scarce resources, there is a very real risk that they will take resources away from achieving cybersecurity because they have to focus these resources on showcasing their cybersecurity program in response to many disparate, burdensome requests from customers; collective third‐party risk management could solve this problem.

Participants in the aviation sector should come together to define and implement a program of collective risk assessments for third parties. In doing so, the aviation sector can build on lessons learned from other sectors, most importantly the financial sector and its Shared Assessments program, which pioneered this approach. The aviation sector can even improve on the original Shared Assessments program, thanks to advances in technology and cybersecurity practices, as well as the benefit of hindsight. The aviation sector's program should include a focus on technology‐enabled continuous monitoring (rather than periodic questionnaires). It should include metrics that can indicate the organization's competency at patching, reviewing potential cybersecurity incidents, and dialogue with executive leadership.

The aviation sector could also distinguish the requirements it places on third parties based on the risks they pose. For example, a company that provides time‐sensitive data but has no access or pathway to critical systems presents different risks and should be viewed differently than a company that does not provide time‐sensitive services but whose products or services could offer hackers a pathway to critical systems.

Properly designed, a collective third‐party risk management program would save resources and improve cybersecurity across the sector.



4.4.2 Secure Design

One of the fundamental reasons that cybersecurity is so challenging is that hardware and software are rarely designed with security in mind. Developers and manufacturers often prioritize making IT solutions that work efficiently, that are interoperable, that are flexible so they have staying power in the face of a changing IT landscape, and that can be priced competitively. Unfortunately, some of these priorities can be at odds with security. As a result, underlying IT systems are often inherently insecure and open to exploitation or misuse. People who try to secure them with bolt‐on technologies and monitoring start at a disadvantage, compared to a hacker who is trying to compromise the systems. Software developers also incorporate open‐source software into their products without adequate vetting, which can create additional exposure to risk.

The aviation sector should promote secure design, especially with regard to software, and across critical (not just airborne) systems. Aviation sector participants could use an industry consortium as a vehicle to fund early‐stage research and development (R&D) into secure design that could deliver value via a broad range of products and across the industry. Aviation sector participants could also come together around a set of secure design principles that all companies (or companies with high risk or critical products) should implement, both internally and as part of their third‐party risk management programs. Aircraft and airborne systems are already subject to certification requirements, but with the advent of increasingly connected aircraft and UAS, industry and governments should consider, via a collaborative approach, regulating secure design.

The aviation sector offers valuable lessons in designing physical and software systems to achieve high degrees of reliability and security, as the “five 9s” safety record of air travel proves. Aircraft must meet “intended use” requirements, and software in airborne systems must be designed, tested, and certified with security in mind. If the aviation industry applied this rigorous certification approach to secure design for IT systems throughout the sector, it could achieve significant gains in reducing cybersecurity risk.



4.4.3 Information Sharing, “Plus”

The aviation sector already has made strides in information sharing, as outlined in this chapter. It should aim to build on these efforts in several ways.

First, information sharing has existed primarily among larger companies (i.e. airlines, airplane manufacturers, and select others). Smaller companies should be encouraged to join information‐sharing organizations, for two reasons: protecting small companies, especially critical suppliers, can be important to reducing systemic risk; and collecting information from small companies may paint an even more complete picture of the threats facing the sector than looking at information from large companies alone. Of course, this presents challenges, particularly with smaller companies that may not have the resources to contribute to, or draw value from, information‐sharing organizations. The larger sector participants and industry organizations could coach smaller organizations on how to collect, deliver, and use cybersecurity information efficiently.

Second, information sharing has generally been a manual and labor‐intensive process, particularly because companies need to screen data for sensitive or regulated information before sharing it. Increasingly, technology platforms may help companies do this in an automated way.

Third, information sharing has focused on threat and vulnerability information. However, organizations could expand this focus to include incident information and other forms of collaboration (“information sharing” loosely interpreted), for example, with collaboration around best practices and emerging technologies, that would reduce risk across the sector.

Fourth, the aviation sector should work to make information sharing multinational (within reason) and to break down barriers that limit the ability of governments to share information with the private sector. In the US case, the aviation industry has improved public–private information by having an A‐ISAC member stationed in the operations center of the Department of Homeland Security's NCCIC. The objectives of public–private sharing and sharing across borders are linked and may be in tension, since governments typically share more information if it stays within national boundaries and among their citizenry. Nonetheless, governments and organizations could do more sharing across boundaries if the mission, trusting relationships, and legal apparatus were put in place.



4.4.4 International Norms and Standards

The aviation sector is inherently global, and, in some respect, it is already a model of collective, global governance: ICAO and other organizations have successfully promoted global standards for achieving reliable communications, interoperability, and safety. These achievements came from decades of effort and collaboration that combined senior leadership and diligent, detailed work.

Aviation sector participants should build on this global tradition when pursuing improvements in aviation cybersecurity, including those mentioned above: collective third‐party risk management, secure design, and enhanced information sharing. All of these initiatives will deliver greater risk reduction if implemented somewhat uniformly across national boundaries and enabled by government‐supported international norms and agreements.

Additionally, the aviation sector should seek to expand protections for aircraft and airborne systems to include protections explicitly against cyber threats. One specific improvement would be to make explicit that the Tokyo Convention applies to cyber threats against aircraft and to wrestle with the legal and jurisdictional implications if a cyberattack were directed against a connected aircraft from a remote location.

All four of these proposed areas for enhancement, and others, depend on one critical enabler: executive engagement and leadership. Many of the improvements achieved to date have been led by information security professionals within aviation sector organizations. As these organizations wrestle with assessing third parties, promoting secure design, enhancing information sharing, setting global standards, and managing collective risks, the active participation of leaders, especially CEOs, will be critical. CEOs must understand the issues, make them a priority within their own enterprises and across the management team (especially for legal teams and teams that manage the supply chain and procurement), and engage actively with senior government leaders when necessary to shape international agreements and pave the way for information sharing and collaboration. Finally, CEOs and other executive leaders would certainly be involved in shaping the sector's response to a sector‐wide cybersecurity crisis affecting dozens of companies and organizations. The time to start preparing for that eventuality, by developing the right relationships and “muscle memory” to respond quickly, is now.




4.5 Conclusion

The aviation sector’s unique set of attributes complicate its cybersecurity risk profile: it is just‐in‐time and globally interconnected; it is increasingly digitally connected, with technological innovation happening rapidly in a sector that makes many changes slowly and methodically; it is characterized by shared passengers and vendors; and, it is a high‐profile target.

For all these reasons, aviation sector participants have had to pursue a somewhat collective approach to managing cybersecurity risks. They have done so, over many years, through a broad array of tools: building informal relationships; developing institutions; preparing for worst‐case scenarios through simulations and table‐top exercises; sharing information; and, setting multinational standards, to name a few examples. While much has been accomplished, much remains to be done, and the cyber threat is constantly evolving. The aviation sector presents interesting lessons on how to pursue collective cybersecurity risk management and, no doubt, will continue to innovate and deliver new lessons in this area for years to come.
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5.1 Introduction

Many of the economic, political, and social activities of the twenty‐first‐century rely on computer systems and networks.1 Given their significance to the functioning of global markets, political institutions, and wider society, their safekeeping has become an important subject for public and private actors alike. Questions regarding the security and development of cyberspace have attained considerable policy relevance. According to a report issued by the World Economic Forum in 2017, cybersecurity has become top of the agenda for the world's decision‐makers.2

Network interruptions and defaults caused by Distributed Denial of Service (DDoS) attacks or malware strikes of other kinds (e.g. worms, viruses, ransomware, spyware) carry considerable costs and underscore the need for effective governance mechanisms.3 Despite growing appreciation of the threats emerging from the virtual realm, there is room to refine scientific understandings of cybersecurity governance. To that end, this chapter seeks to answer the following research questions: What does cybersecurity governance entail and what types of governance mechanisms does it rely upon? The chapter proposes a tripartite conceptualization of cybersecurity governance. It contends that cybersecurity governance includes hierarchical, multistakeholder‐based, and market‐based modes. The chapter draws on three different examples of cybersecurity governance to support its claim: the 2016 RUAG cyberespionage case, the collaborative containment activities of the Conficker Working Group, and Symantec's cybersecurity practices.

The tripartite conceptualization advanced by this chapter has important implications for scholarship and practice. For one thing, it underscores the conceptual modularity of cybersecurity governance. For another thing, it draws attention to the fallacy of one‐size‐fits‐all approaches.

With regard to methodology, the chapter uses qualitative means of data collection and analysis. It draws on a variety of sources, including academic literature and policy documents on cybersecurity governance, as well as three empirical case studies. Data were collected by means of online desk research, and analyzed based on an interpretative design.

In terms of analytical validity, it is worth noting several limitations. Cybersecurity incidents are characterized by a high degree of uncertainty, with regard to both the probability of occurrence and the scale of devastation, and generally remain difficult to quantify.4 Rich and reliable incident data are scarce, which renders empirically driven, governance‐oriented investigations difficult.5 The paucity of empirical data mainly stems from the reluctance of governmental and nongovernmental bodies to share relevant incident records in a distributed, transparent, openly accessible, and standardized manner. Furthermore, cybersecurity governance is a highly transient topic of analysis and research. It is a concept under continuous construction.6 Thus, the findings of this chapter are contextually and temporally specific and need to be interpreted as such.



5.2 Conceptualizing Cybersecurity Governance

Cybersecurity governance is a difficult concept to grasp. Those involved lack a common understanding, a formal definition, and even an agreement on the mere spelling of the term.7 According to Kurbalija, cybersecurity governance constitutes one of seven baskets of internet governance policy issues,8 and includes the regulation of cyber conflicts, critical information infrastructure protection, cybercrime, and cyberterrorism.9 In a similar fashion, DeNardis and Raymond understand cybersecurity governance to be one of six distinct functional areas of internet governance, encompassing “the challenge of securing the essential shared infrastructures of internet governance.”10 Specifically, they consider the following tasks to fall into the remit of cybersecurity governance: securing network infrastructure; designing encryption standards; endorsing regulation; correcting software security vulnerabilities; managing patching cycles; securing routing, addressing, and DNS; responding to security problems; and certifying authentication intermediaries.11

The subsummation of cybersecurity governance under the broader umbrella of internet governance has not been conducive to a thorough conceptualization of the subject, especially with regards to the forms of steering involved. On the contrary, it has contributed to theoretical indoctrination: “The current approach to cybersecurity governance has been profoundly shaped, if not defined, by the idea of multistakeholder initiatives, rather than by [other approaches].”12 This denotes a type of steering centered on bringing together, in a collaborative effort, key actors to participate in deliberation, decision‐making, and implementation of solutions to problems related to the operation and development of the internet.13 Multistakeholder governance has become the dominant mode of regulation associated with cybersecurity governance.

Opposing one‐dimensional conceptualizations of cybersecurity governance, this chapter argues that such approaches fail to comprehensively capture the concept and its practices. Cybersecurity governance is a multidimensional construct with far‐reaching social, political, and economic implications. Once the full spectrum of technical, sociopolitical, and economic implications is taken into account, the idea of a single governance structure for cybersecurity becomes untenable. No single model of governance is able to effectively address all of the different facets of cybersecurity. As Dutton convincingly explains, “who governs the various parts of this mosaic [varies] dramatically. Some areas [are] dominated by technical experts, others by government agencies, others by regulatory officials, others by users, and so on.”14 Hence, to speak of cybersecurity governance as a single practice is misleading. Cybersecurity governance resembles a collection of different cooperation problems, implying a multiplicity of actors and steering mechanisms.15

This chapter maintains that cybersecurity governance entails multiple modes of governance, including hierarchical, multistakeholder‐based, and market‐based modes. While not hermetically sealed, each of the three modes exhibits different operating structures and moral and political rationales.16 To clarify, hierarchical governance describes a top‐down style of regulation, guided by black‐letter law, rules, and policies.17 Emergent in contexts of crises and considerable uncertainty, hierarchical governance is characterized by authoritative systems of centralized command and control, as well as strict internal and external accountability procedures. Actor constellations are dominated by governmental and state‐affiliated players.18

In contrast to hierarchical governance, market governance denotes a bottom‐up type of regulation, organized along doctrines of competition and efficiency. Service thinking and output legitimization are at the center of this type of governance. In its ideal‐typical form, market governance accounts for decentralization and the creation of independent, autonomous units (private actors).19

Multistakeholder governance represents something of a halfway house between hierarchical governance and market governance. Multistakeholder governance depends on exchange relationships between a wide range of governmental and/or nongovernmental stakeholders as a way of pursuing common goals.20 Interactions are guided by trust, reciprocity, and consensus‐based decision‐making.

The current cybersecurity governance arena is comprised of aspects of all three forms of steering. Cybersecurity governance involves private‐sector administrative decisions and contracts among private entities as much as it does hierarchical ordering efforts and multistakeholder‐based approaches. At times, these different forms of interaction and cybersecurity provision overlap; at other times, they appear in their ideal‐typical form.

Table 5.1 lists examples of cybersecurity governance efforts for each of the three types of governance introduced.


Table 5.1 Examples of cybersecurity governance efforts.

Source: Author.




	Mode of governance
	Examples of cybersecurity governance efforts





	Hierarchical governance
	State‐led inquiries following cybersecurity incidents, International legal instruments (e.g. the Convention on Cybercrime of the Council of Europe)



	Multistakeholder governance
	Public–private botnet takedowns (e.g. the Conficker Working Group or Dridex Partnership), Cybersecurity‐related policy development in forums like ICANN or the IETF, Cybersecurity Information Sharing Partnerships (e.g. UK CiSP), Computer Emergency Response Teams (CERTs)



	Market governance
	Private sector responses to system and network breaches (e.g. patching practices and endpoint protection), commercial threat detection and security products providers






To support the claim that cybersecurity governance involves multiple forms of steering, the next section dissects a selection of empirical case studies, namely, the 2016 RUAG cyberespionage case, the collaborative containment activities of the Conficker Working Group, and Symantec's cybersecurity practices.



5.3 Case Studies


5.3.1 RUAG


5.3.1.1 Background

The 2016 RUAG cyberespionage case refers to an advanced persistent threat incident against Swiss defense contractor RUAG. RUAG is the Swiss military's key supplier of munitions, and holds close ties with the Federal Department of Defense, Civil Protection, and Sport (DDPS). It develops, manufactures, assembles, services, and upgrades structural components of terrestrial and aerial defense systems.21 By its own account, it also has “expertise in detecting and eliminating IT attacks and securing systems against them.”22 Ironically, the corporation's self‐attested cybersecurity proficiency did not shield it from being the subject of an extensive cyberattack.



5.3.1.2 Events

Malicious activity on the system and network infrastructures of the state‐owned technology company was first detected by the Swiss Federal Intelligence Service (FIS) in January 2016. The FIS informed the Attorney General's Office, which, on 25 January 2016, opened criminal investigations against persons unknown under Article 273 of the Swiss Criminal Code.23

Upon discovery of the network intrusion in January 2016, Guy Parmelin, then head of the DDPS, informed the Federal Council and relevant ministries about the attack. In an attempt to limit the repercussions of the assault, the Federal Council called upon a security taskforce to devise and implement remediation measures. Two months after the discovery of the intrusion, on 23 March 2016, the Swiss government approved a total of 14 short‐ and medium‐term security measures identified by the security taskforce. Detailed information about the content of these measures was deliberately kept under wraps.24 For purposes of better forensic analysis and improved reconnaissance, the government initially decided to withhold information about the attack from the public. Information concerning the incident only started to surface in May 2016, following unsanctioned disclosures. The government‐induced secrecy surrounding the incident was heavily criticized by members of the public as well as parliamentary control functions.

After the attack became known to the public, the Swiss government issued a technical report concerning the cybersecurity incident in conjunction with the national Reporting and Analysis Centre for Information Assurance (MELANI). The main objective of the report was to share relevant information with potentially vulnerable parties (both state and non‐state). In contrast to the earlier secrecy surrounding the event, the publication of an official cybersecurity incident report received far‐reaching approval. Information security experts were particularly enthusiastic about the compilation of indicators of compromise and security recommendations, which allowed other potentially vulnerable entities to detect and block related attacks.25 Professor of Security Studies, Thomas Rid, for example, mentioned in a tweet: “[The] new RUAG report is a very big step on the part of the Swiss. Kudos to @GovCERT_CH for raising the bar on governmental attribution reports.”26

The report suggested that intrusion started as early as September 2014. Forensic analysis revealed that intruders relied on a type of malware belonging to the Turla family, a Trojan artifact believed to be of Russian origin. However, the report deliberately abstained from attributing the attack to a specific threat actor.27 Attackers were said to have demonstrated great perseverance during stages of infiltration and lateral movement, as well as enormous focus on high‐value targets, including the Active Directory.28 Retrieval and infiltration of the latter allowed intruders to command other hosts, and access (supposedly) proprietary data by escalating privileges and using appropriate permissions. In total, the malware writers were said to have exfiltrated 23 GB of data.29 According to RUAG, this represented less than 0.01% of the volume of data managed by the defense contractor.30

Figure 5.1 provides a summary of the attack timeline and report findings in a flowchart.


[image: Chevron diagram of attack timeline and report findings, including IOCs appear in proxy-logs in September 2014, first hints (IPs) from external organization in December 2015, and enhanced monitoring established.]
Figure 5.1 Attack timeline and report findings.

Source: Reporting and Analysis Centre for Information Assurance 2016, 1.




5.3.1.3 Learnings

The cybersecurity incident response strategy adopted in the RUAG case exhibited clear features of hierarchical governance. Government bodies and institutions with strong ties to the government were at the helm of counteraction and crisis management. Responses were coordinated in close consultation with relevant federal authorities, in particular the Attorney General's Office, the Reporting and Analysis Centre for Information Assurance, as well as the DDPS. Furthermore, the means and methods of remediation employed included black letter criminal law investigations, and traditional parliamentary procedures. The RUAG case suggest that when critical (national) infrastructures are at play (even when provided by a private entity), incident response measures involve traditional, hierarchical means of command and control. The initial secrecy surrounding the attack also supports this argument.




5.3.2 The Conficker Working Group


5.3.2.1 Background

The Conficker Working Group emerged in response to a highly prevalent computer worm named Conficker (sometimes also referred to as Downadup or Kido), the first variant of which surfaced in late 2008. In total, five variants of the Conficker worm have been recorded.31 Released with the intention of creating a large botnet (i.e. a network of compromised systems susceptible to external control), the Conficker malware infected many unpatched personal, business, and government computers across the globe. It exploited a buffer overflow vulnerability in the server service on Windows machines, which allowed remote code execution on the basis of a specially crafted remote procedure call (RPC) request.32



5.3.2.2 Events

The Conficker worm used a variety of techniques for propagation and exploitation, including the Domain Name System, encrypted peer‐to‐peer communications, and auto‐run capabilities for pushing and pulling executable payloads over the internet.33 Post‐installation, the malicious software executed the following steps:


	Conficker copied itself into the system directory %systemroot%\system32 using a random name, and registered itself as a service. It also added itself into the registry.

	Next, it checked for the infected host's internet protocol (IP) address using websites, including: www.getmyip.org, http://getmyip.co.uk, and http://checkip.dyndns.org.

	With the IP address identified, the worm then downloaded and set up a small HTTP server on the infected machine.

	Once the HTTP server was set up, the worm started scanning for other vulnerable systems and began sending the infected machine URL to the targets identified.

	The targeted machines then downloaded the worm from the URL sent and started completing the same steps as outlined above.34



Following the emergence and speedy propagation of the worm in late 2008, a group of diverse stakeholders came together in early 2009 to contain the malicious software. Without an official sponsor or set structure, the Conficker Working Group represented an ad‐hoc organization of like‐minded entities.35 Containment efforts were supported by software providers, academic researchers, antivirus vendors, law‐enforcement units, and domain name registrars and registries.36

One of the first mitigation strategies launched by the working group was the sink‐holing and preemptive registration of domain names on which the worm relied for command and control. The contribution of the Internet Corporation for Assigned Names and Numbers (ICANN), a member of the Conficker Working Group, was essential in this regard. Concerned about the pervasiveness and impact of the malicious software, ICANN agreed to waive domain name registration fees for domains used by the worm, thereby effectively supporting the group's efforts to curtail communication between the malware writers and Conficker‐infected systems.

According to a 2011 “Lessons Learned” report, commissioned by the Department of Homeland Security, the Conficker Working Group considered its biggest success to be the disruption of botnet communications. Although successful in that regard, the working group did not manage to “remediate infected computers and eliminate the threat of the botnet,”37 which tainted its achievements to some extent.



5.3.2.3 Learnings

In the case of the Conficker worm, mitigation activities exhibited strong traits of multistakeholder‐based governance. Response strategies followed a collaborative logic, with trust‐based cooperation between public and private entities. Unstructured, complex problem‐settings and heterogeneous stakeholder interests were bridged by means of skills‐based coordination and communication.38 The example of the Conficker Working Group suggests that when a threat is pervasive enough, diverging stakeholder interests can be aligned and containment strategies executed jointly.




5.3.3 Symantec's Cybersecurity Practices


5.3.3.1 Background

Founded in 1982 and publicly listed since 1989, Symantec Corporation is an American software company headquartered in Mountain View, California. With annual revenues of $4.834 billion for fiscal year 2018, it ranks among the largest cybersecurity companies in the world.39 Offering a broad range of products, Symantec supports both public and private sector entities in their endeavor to secure their infrastructure and data against assault, compromise, and theft. Among the most well‐known security products offered by Symantec are Norton antivirus and device protection consumer products.40



5.3.3.2 Events

Based on intelligence gathered from its products as well as third‐party data sources, Symantec has established one of the world's largest civilian threat‐collection networks. Monitoring threat activities in over 157 countries and territories, it “tracks over 700,000 global adversaries and records events from 98 million attack sensors.”41 In addition to its pervasive threat‐collection network, the company has also set up an extensive vulnerability database, comprising more than 88 900 recorded vulnerabilities from 24 560 vendors representing over 78 900 products.42

Symantec's threat intelligence and vulnerability resources allow it to identify, analyze, and provide informed commentary on, as well as protection against, enduring and emerging assaults. When, in May 2017, the WannaCry ransomware43 crippled parts of the United Kingdom's National Health Service (NHS), as well as businesses and home users worldwide, Symantec was able not only to protect the systems and data of its customers but also to uncover two possible links between the malicious software and the Lazarus group, a cybercriminal organization with supposed ties to the North Korean government.44 Symantec Endpoint Protection and Norton products proactively blocked any attempts by the malware to exploit the Windows Server Message Block (SMB) vulnerability named “Eternal Blue,” which served as the primary vector of attack. As a result, Symantec customers remained largely unharmed by the perils of the WannaCry ransomware.45



5.3.3.3 Learnings

Symantec's risk mitigation efforts showed distinct characteristics of market‐based governance. During the WannaCry ransomware incident, Symantec's cybersecurity provision efforts followed a transactional logic. They were structured around licensing agreements and private contracts. The Symantec case study suggests that as long as cybersecurity incidents do not cross a certain, nonroutine event threshold, market‐driven cybersecurity measures are an effective means of governance.





5.4 Utility and Limitations

The three case studies outlined above support the claim, advanced earlier in this chapter, that cybersecurity governance involves multiple modes of steering. This section briefly examines the utility of each of the three modes identified and highlights some limitations.

Hierarchical modes of governance appear to carry particular value in matters directly tied to national interests (e.g. national critical infrastructure or security) and to crisis situations. Such situations tend to require controlled action, which public actors can enforce by means of direct interventions. Furthermore, in urgent circumstances, hierarchical modes of governance are likely to occasion the smallest coordination costs, as interventions generally follow a unidirectional, top‐down logic. On the other hand, however, hierarchical modes of steering are inclined to suffer from rules‐based rigidity and ineffectiveness. Corrective actions propagated by public entities do not always effect the degree of change or remediation expected, and often are not transparent.

Multistakeholder‐based governance setups seem to be relevant in complex, multi‐actor settings. Informal collaborative efforts among stakeholders can help reduce transaction and agency costs in pervasive, unstructured circumstances. The combination of knowledge and expertise, along with skill‐based specialization, has an efficiency‐increasing quality. Multistakeholder‐based modes of governance appear to be particularly useful for finding solutions to cybersecurity problems of a global nature. However, ad‐hoc collaborative responses, such as the Conficker Working Group, may battle with issues of scalability and sustainability. In the absence of formal structures and commitments, cooperation can only go as far as members are willing to contribute resources. Also, there is a risk of mitigation efforts resulting in endless discussions and debates due to missing guidelines or unclear goals. Furthermore, as outlined by Piscitello, “informal communications may not be sufficient for all global incident response efforts, especially in situations where there is zero tolerance for error or omission.”46

Market‐based forms of steering appear to be suitable for routine security transactions, such as endpoint or information protection. Contrary to multistakeholder‐based modes of governance, market‐oriented means of steering offer scalability. Security provision follows a competitive, contract‐based logic. However, in situations of high uncertainty and considerable risk, this logic is hard to sustain, and markets tend to fail (e.g. by raising the price for security to socially unstable levels).

Table 5.2 summarizes some of the key features of the three modes of governance introduced above.


Table 5.2 Summary of modes of governance.

Source: Meuleman 2008, 50–51.




	
	Hierarchical governance
	Market governance
	Multistakeholder governance





	Affinity with problem types
	Crises, disasters, and problems that can be solved by executing force
	Routine issues, nonsensitive issues
	Complex, unstructured, multi‐actor issues



	Types of output and outcomes
	Laws, regulations, control, procedures, compliance
	Services, products, contracts, voluntary agreements
	Consensus, agreements, social exchange, alliances



	Typical failures/limitations
	Ineffectiveness, red tape
	Inefficiency, market failures
	Never‐ending talks, no decisions, scalability



	Main actors
	State actors
	Non‐state actors, private actors
	State and non‐state actors






The three‐pronged conceptualization of cybersecurity governance has policy implications: against a background of ever‐increasing technical complexity, heterogeneity of actors, and blurring borders between external and internal, as well as public and private, matters, policymakers face the challenge of selecting the most appropriate type of governance (or combination of types) for a given cybersecurity issue area.47 Scholars and practitioners need to take stock of the different modes of cybersecurity governance presented in this chapter, and develop adequate policy prescriptions and processes that allow for satisfactory program outcomes and effective security delivery.48 They need to recognize that no one mode of governance can effectively regulate all the issues associated with cybersecurity. Depending on the problem type (e.g. widespread security crises, critical infrastructure attacks, or routine issues), different forms of steering may yield more effective results than others.

The next section summarizes the findings and highlights the broader theoretical and practical implications of this chapter.




5.5 Conclusion

While cybersecurity was initially regarded as a space free from intervention and control, the growing number of security incidents emerging from cyberspace has spurred calls for more regulation. Although a topic of great relevance, scholarship has struggled to offer thorough, empirically grounded conceptualizations of cybersecurity governance. In an attempt to address this deficiency, this chapter has proposed a tripartite conceptualization. It has argued that cybersecurity governance includes hierarchical, multistakeholder‐based, and market‐based modes. Such conceptualization offers a useful corrective to monistic theories of cybersecurity governance. On the one hand, it highlights the wide range of actors and activities involved in governance enterprises. On the other hand, it encourages academics and practitioners “to think of layers and domains of [cybersecurity] governance.”49 Cybersecurity governance has technical, socio‐economic, and political aspects. Recognizing cybersecurity governance as a multidimensional concept allows for more comprehensive and rigorous theoretical examination of cyber events. It provides policymakers and researchers with a more nuanced framework for addressing the broad spectrum of security challenges and repercussions emanating from cyberspace.

Cybersecurity governance involves a complex web of distinct tasks, of “which some are appropriately relegated to the private sector, some the purview of traditional sovereign nation state governance or international treaty negotiations, and some more appropriately multistakeholder.”50 Empirical evidence appears to support this claim.

Effective regulation of cybersecurity challenges, created as cyberspace transitions into a global infrastructure at the center of trade and security, requires a multiplicity of ordering arrangements, with different degrees of organization and authority.51 The stipulation of one‐sided governance models does not appear useful. Cybersecurity as a topic of regulation is simply too complex. A modular approach, centered on the different modes of governance presented above, seems more appropriate and empirically relevant.
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6.1 Introduction

In 2016, the Society for Worldwide Interbank Financial Telecommunication (SWIFT), the network used by financial institutions to send and receive transaction information,1 experienced a series of attacks resulting in the theft of millions of dollars. The first reported attack, which occurred in February 2016, resulted in an $81 million theft from the Central Bank of Bangladesh.2 Hackers were able to exploit a vulnerability in the SWIFT network: they used the credentials of Bangladesh Central Bank employees to send fraudulent money transfer requests to the Federal Reserve Bank of New York, asking the bank to transfer money from the Central Bank of Bangladesh into accounts throughout Asia.3 While the $81 million heist received most of the media exposure, there were several other theft attempts in June of the same year, some of which were also successful in sending fraudulent payment instructions.

In a private letter to clients, SWIFT stressed that “the threat is persistent, adaptive and sophisticated – and it is here to stay.”4 This suggests an increase in threats and attacks targeting financial institutions, not just directly but also through third‐party networks and external systems like SWIFT. The SWIFT attacks demonstrate both the varied points of vulnerability within financial institutions and the interconnectedness of the global financial system. Meanwhile, the incident has prompted regulators around the world to refocus on cybersecurity requirements.

Regulatory scrutiny of cybersecurity in the financial industry is by no means new – particularly in the United States, where banks have seen more than 40 new cybersecurity‐related standards, guidelines, examination expectations, regulations, and other requirements since 2014.5 The Clearing House, an association that advocates on behalf of large banks, points to research showing that large multinational banks spend about 40% of their cybersecurity efforts on regulatory compliance.6

While this flurry of regulatory activity seeks to address the wide‐ranging cybersecurity challenges facing the financial services sector (FSS) by prescribing various guidelines and rules, such an approach is not the only way of governing cybersecurity. The use of public–private partnerships (PPPs) provides an alternative vehicle for achieving cybersecurity outcomes. Therefore, in this chapter we aim to explore governance through the lens of the PPPs devised by the sector to address cybersecurity challenges. In particular, we focus on sector‐led bodies and their role in organizing, coordinating, and governing cybersecurity efforts.

This contribution is the first to explore in depth the various FSS organizations focused on cybersecurity and critical infrastructure (CI) protection.7 We first discuss how governance over security and the protection of CI has increased the focus on the role of PPPs in addressing issues of cybersecurity. We continue by highlighting three sector‐led bodies – the Financial Services Information Sharing and Analysis Center (FS‐ISAC), the Financial Services Sector Coordinating Council (FSSCC), and the Financial Systemic Analysis and Resilience Center (FSARC) – and how each facilitates PPPs to address challenges primarily in the areas of information sharing, policy coordination, and threat analytics, respectively. The chapter concludes with a discussion of lessons learned and remarks on future cyber governance research avenues. These lessons include: (i) validation of the PPP model, with some important caveats; (ii) the need to extend PPPs beyond information sharing to address systemic risks; and (iii) the limitations of PPPs in regulated industries like finance.



6.2 Governance, Security, and Critical Infrastructure Protection

While “government” refers to an entity – most often the state – with the recognized ability to make and enforce policy decisions, the concept of “governance” is generally defined in broader terms.8 Governance concerns the exercise of authority by both formal institutions like the government and less formal organizations like markets or civil society.9 Governance structures can therefore exist outside of government. In fact, governance often refers to the development of governing structures and mechanisms within and across the public and private sectors that do not explicitly relate to a formal government. Another defining characteristic of governance is that it does not rely on the legislative or authoritative power of the state to drive or command action.

It is widely understood and accepted that the state is responsible for the provision of national security, the protection of the nation‐state and its citizens. Since it developed after World War II, the concept of national security initially had a strong military connotation.10 While national security is still associated with the military, the use of the term has broadened to include nonmilitary security, such as the economic security of a nation. With the broadened understanding of national security, there has been increased focus on CI and the role it plays in maintaining national security. CI refers to services, assets, systems, and networks, whether physical or digital, considered vital to society.11 Countries define their CI based on the criticality of services or sectors to the security and safety of the government, economy, and society.12

CI protection has been the focus of many national laws, guidelines, and frameworks. In the United States, there have been executive orders and presidential policy directives focused on CI protection since the Clinton administration. Executive Order 13010 (“Critical Infrastructure Protection”), in effect since 1996, was key to demonstrating the government's focus on CI.13 It established a steering committee composed of representatives from different federal agencies. This committee was responsible for identifying and consulting with the public and private sectors deemed to be CI or that support and conduct elements related to the nation's CI. This executive order paved the way for public and private entities to collaborate on issues of national security, and laid a foundation for the development of PPPs between CI and the government. Issued in 2001, Executive Order 13231 (“Critical Infrastructure Protection in the Information Age”) focused more on protecting the operation of information systems important to CI.14 Aside from highlighting the importance of CI information, the executive order also discussed the use of PPPs to enhance the security and protection of CI. Significantly, this executive order proclaimed the importance of the information systems that underpin CI and catalyzed the focus on the security of these systems.

The CI systems underpinning the economy and society are complex and diverse. They include widely distributed networks, embody a variety of operating models and ownership structures, and many times function both in a physical and cyberspace capacity.15 Additionally, CI has complex governance structures that include varied regulations, responsibilities, and authorities.16 Since much of the CI (e.g. finance, utilities, and transport) is owned and/or operated by the private sector, the state cannot be the sole actor responsible for ensuring its protection and security. In the United States, maintaining CI security is considered a “shared responsibility between the federal, state, local, tribal, and territorial entities, and public and private operators of critical infrastructure.”17 Due to the extensive and profound risks associated with a potential breach of CI, government and private industry have recognized and accepted the shared responsibility to assure its protection against security threats, including cyber threats.

The cybersecurity of CI has thus become a priority for both the public and private sectors. The shared responsibility of the state and private industry – with the state responsible for providing national security and private industry responsible for ensuring protection of the provision and operation of critical services – has resulted in the widespread use of PPPs to drive cybersecurity efforts. The FSS, in particular, has witnessed numerous PPPs in the area of cybersecurity. The next sections explore three of these partnerships in depth: the FS‐ISAC, a well‐established operational group; the FSSCC, a policy coordination body; and the FSARC, a newly established industry group. We discuss each organization's origins, purpose, membership/constituency, relationship to government, and (when they exist) notable accomplishments (Table 6.1).


Table 6.1 Comparison of FS‐ISAC, FSSCC, and FSARC.




	Industry group
	Founded
	Purpose
	Membership





	Financial Services Information Sharing and Analysis Center
	1999
	Information sharing
	Organizations across the financial services sector (e.g. insurance, banking, and asset management)



	Financial Services Sector Coordinating Council
	2003
	Policy coordination and critical infrastructure protection
	Organizations that provide critical financial services including utilities, plus trade associations



	Financial Systemic Analysis and Resilience Center
	2016
	Resilience and systemic risk
	Limited to organizations within the financial services sector designated as critical infrastructure








6.3 Financial Services Information Sharing and Analysis Center

The FS‐ISAC was created in 1999 in response to Presidential Decision Directive 63 (PDD‐63), released in 1998.18 The directive strongly encouraged CI industries to create private sector information sharing and analysis centers (ISACs) to gather, analyze, and share private sector information with other industry members and with the National Infrastructure Protection Center (NIPC), the unit of the government that – until its elimination in 2003 – was responsible for protecting computer and information systems of CI.19 FS‐ISAC's purpose, operations, and organizational structure were highly influenced by the operational concepts and high‐level institutional framework outlined in PDD‐63.

The directive outlined two main concepts that would shape the purpose and structure of FS‐ISAC. In regards to the purpose, the directive called for a clear and mutual communication channel between the NIPC and the ISAC created by each CI industry. As a reciprocal communication mechanism, FS‐ISAC was designed by the FSS to be both a receiver and contributor of information about physical and cybersecurity vulnerabilities, intrusions, threats, and anomalies between government and industry. As a result, the FSS uses FS‐ISAC to create and disseminate information to members, as much as to collect and ingest information. Importantly, the directive mandates that an analysis and information sharing center cannot interfere with the exchange of information between private sector companies and government agencies. Considering that the FSS is in constant contact with federal and state regulatory agencies, it was important to design FS‐ISAC such that its analysis and information‐sharing operations did not infringe upon or emulate regulatory communications.20

As for structure, PDD‐63 suggested that industry‐specific ISACs model themselves on institutions deemed effective at information exchange with private and nonfederal sectors. The directive gave the Center for Disease Control and Prevention (CDC) as a model primarily because of its efficacy at communicating, analyzing, and reporting on different initiatives. In response to this suggestion, FS‐ISAC adopted a technical focus with objectives outside regulatory and law‐enforcement requirements. The directive also noted that the effectiveness of an industry‐specific ISAC would depend on its capability to develop statistics and patterns across its objectives as well as on its ability to become an instrument for collecting data and sharing information within and among industry and government stakeholders.21

With PDD‐63 largely informing its purpose and structure, FS‐ISAC has evolved as the financial industry's main resource for sharing and analyzing physical and cyber “threat intelligence.”22 It operates as a member‐owned nonprofit entity with a membership base of over 7000 financial services institutions as of 2016.23 FS‐ISAC's Community Institution and Associations (CIA) membership, which includes credit unions, has increased from 231 members to more than 3800 community institutions between 2014 and 2017.24 FS‐ISAC membership extends across different areas of the FSS, including financial institutions, insurance companies, utilities, payment processors, pension funds, and more. These members and partners also extend across regions including North and South America, Europe, the Middle East, and Asia Pacific. Though FS‐ISAC has always had members with global operations, it was not until 2013 that board members approved sharing information with financial services firms worldwide.

FS‐ISAC membership is recommended by several US federal agencies including the Department of Homeland Security (DHS), the Treasury Department, and the Office of the Comptroller of the Currency (OCC). This recommendation from multiple federal agencies demonstrates the buy‐in from the government and delineates the collaborative nature of the relationship between these entities. In particular, the Treasury Department and the DHS heavily rely on FS‐ISAC to quickly disseminate critical information to the sector during crises. US state and local government agencies and law enforcement also use FS‐ISAC to communicate physical and cyber threat information and alerts. In addition to closely collaborating with US government and law‐enforcement organizations, FS‐ISAC also increasingly works with international government entities, regional computer emergency response teams (CERTs), and computer security incident response teams (CSIRTs) to meet international member requirements.25

FS‐ISAC is particularly focused on providing anonymous information‐sharing capabilities across the entire sector. Its main purpose is to disseminate information about current physical and cyber threats in a timely and organized manner to industry members and government. It constantly works to gather reliable information from its members, as well as from other financial service providers, security firms, law enforcement, and government agencies.26 FS‐ISAC fulfills its information‐sharing purpose by maintaining a database where members voluntarily report information about vulnerabilities, threats, incidents, and solutions.27 This data is only accessible to members and is used to develop trend and benchmark information for members. Though FS‐ISAC operations primarily focus on communicating current and existing threats, FS‐ISAC also conducts research on these threats and breaches. The research and communication operations are organized into different focus areas such as consumer payments, wholesale payments, or destructive malware.28 In addition to research, FS‐ISAC runs simulated cybersecurity exercises related to different FSS operations. For example, in 2013, FS‐ISAC conducted a two‐day simulated exercise related to payment, Automated Clearing House (ACH), and online banking processes deployed by banks and credit unions. This exercise enabled participating member institutions to experience realistic breach and threat scenarios, in order to train and test critical incident response practices. These exercises are often conducted in coordination with the Treasury Department and are designed to improve the attack responses of participating members.

FS‐ISAC's accomplishments have centered on improving the collection, distillation, and communication of threat intelligence to member organizations and partners. Most of these accomplishments have resulted from increasing partnerships with national and international government agencies, developing ventures with FSS vendors and software providers, and establishing separate but connected organizations to improve specific aspects of communicating and assessing threat intelligence.

One such accomplishment is Soltra, the joint venture between FS‐ISAC and the Depository Trust & Clearing Corporation (DTCC), a provider of post‐trade market infrastructure. Created in 2014 with the support of the DHS, Soltra was built to improve the speed and security of threat intelligence information sharing between companies.29 The name Soltra refers to a beacon fire network used to warn communities of invaders in medieval Europe.30 As the name implies, the joint venture was designed to transfer information to a vast number of organizations for their own use. Soltra Edge was the “first industry‐driven threat intelligence sharing platform designed to enable community‐driven cyber defense.”31 After operating from 2014 to 2016, Soltra was sold to NC4 in November 2016.32

One of FS‐ISAC's most notable accomplishments, Sheltered Harbor, resulted from internal efforts to create a different entity to address a specific component of cyber threat within the sector. A limited liability company (LLC) within FS‐ISAC, Sheltered Harbor exclusively focuses on strengthening the sector's resilience to a major cyberattack.33 Created in 2016, Sheltered Harbor allows financial institutions to safely store and quickly reconstitute customer data following an attack. It also allows a customer to access their own data through other financial institutions, in case the customer's bank suffers an attack and is unable to recover quickly.34 The idea for Sheltered Harbor arose from the “Hamilton Series” of cybersecurity simulations between the private and public sectors (named after Alexander Hamilton, the first Treasurer of the United States).

The Sheltered Harbor operational model of mutual assistance in case of a damaging attack exemplifies the partnerships present within the FSS. While the financial industry competes on nearly every front, from customers to service, it organizes and collaborates on issues of cybersecurity. Similarly, the relationship between the FSS and government in matters of business operations and regulatory requirements is rigid and wary. However, in the case of cybersecurity, close collaboration and partnership is favored. This collaboration is clear through the many partnerships FS‐ISAC has formed with different government agencies, both national and international. In 2015, FS‐ISAC came to an arrangement with the Federal Reserve Banks to provide over 10 000 of their financial institution members with direct access to security threat information.35 The partnership is meant to strengthen the communications between this part of the government and the sector by allowing the Federal Reserve Banks to provide FS‐ISAC members with access to their Weekly Risk Summary Report, which outlines significant security threats.

As for efforts to strengthen collaboration between the FSS and international government bodies, FS‐ISAC has signed memoranda of understanding and agreed to more deeply engage in threat information sharing. In 2016 alone, FS‐ISAC signed a memorandum with the European Banking Federation (EBF) to intensify threat information sharing between financial institutions based in Europe and those in the Americas, Asia Pacific, and other regions.36 The main goal of the cooperation is to increase the resilience of the FSS at a global level through “regional threat advisories, working groups, and sharing mechanisms.”37 FS‐ISAC's focus on partnerships with international organizations and governments demonstrates the need to improve collaboration in order to better analyze, mitigate, and recover from cyber threats. Similar to the memorandum with EBF, FS‐ISAC and the Monetary Authority of Singapore (MAS) agreed to establish an Asia Pacific Regional Intelligence Center to improve information sharing and analysis for the FSS within the region.38 The center, launched in late 2017, is run by FS‐ISAC but will primarily focus on building robust intelligence gathering, sharing, and analysis for regional financial institutions.

Members of FS‐ISAC realized the need for an organization specifically focused on longer‐term threat analysis, to complement FS‐ISAC's focus on enhancing real‐time threat information sharing, response to cyberattacks, and international cooperation. Since FS‐ISAC primarily occupies itself with real‐time information sharing and analysis, successful resilience‐building across the FSS also requires an organization that is more strategic and deliberately focused on long‐term analysis, strategy, and response. To fill this gap, FS‐ISAC members formed the FSARC, the mission of which is to “proactively identify, analyze, assess and coordinate activities to mitigate systemic risk to the United States financial system.”39 This new organization is explored in depth below, following a discussion of the FSSCC.



6.4 Financial Services Sector Coordinating Council

The FSSCC was established in 2002. It is the main policy coordination and planning entity through which the sector collaborates with the Treasury Department and other government agencies to address security and resilience.40 The FSSCC is a self‐organized, self‐run, and self‐governed entity that uses its collaborative relationship with the federal government to provide members with a channel to promote and shape government efforts and policies on security and resilience – areas increasingly dominated by cybersecurity issues. A year after the FSSCC was formed, the Homeland Security Presidential Directive 7 (HSPD‐7) established a national policy for federal agencies to “identify and prioritize critical infrastructure” to better protect these industries.41 HSPD‐7 more clearly defined the role of the Treasury Department as the sector‐specific federal agency responsible for facilitating vulnerability assessments and encouraging risk‐management strategies for the FSS.

In addition to addressing the need for improved security and resilience outlined in HSPD‐7, the FSSCC also seeks to fulfill the national efforts indicated in Presidential Policy Directive 21 (PPD‐21), released in 2013. PPD‐21 called for the clarification of government and industry relationships in regards to physical and cyber threats by enhancing PPPs.42 It outlined a PPP framework in which the private sector would work with sector‐specific agencies (such as the Treasury Department in the case of the FSS) to address and mitigate risks, threats, and vulnerabilities. In turn, these agencies would coordinate and support DHS analysis and reporting requirements around CI security and resilience. HSPD‐7 provided a basic outline of the federal government's responsibilities in developing a collaborative relationship with the private sector, while PPD‐21 clarified the role of the DHS in coordinating efforts and providing strategic guidance for CI security and resilience. As a result, the FSSCC maintains a strong partnership with the Treasury Department and the DHS, with the goal of “identifying, prioritizing, and coordinating the protection of critical infrastructure and key resources” and of “facilitating the sharing of information about physical and cyber threats, vulnerabilities, incidents, potential protective measures, and best practices.”43

Membership in the FSSCC is open to nongovernmental organizations within the sector. However, membership is limited to financial institutions considered CI – institutions that are systemically significant, with operations that broadly affect financial services operations and infrastructure.44 Given the CI restriction, FSSCC membership is much smaller than that of FS‐ISAC. The 70 members include financial utilities, trade associations, insurance providers, banks, and other financial institutions. Membership is predominantly composed of US organizations and those subject to US regulatory oversight and requirements.45 International organizations that have a significant effect on United States and global operations, and that provide services widely used across the FSS, are also eligible to apply for membership. Aside from these core members, as of 2017 the FSSCC has an additional 64 volunteer member associations and financial institutions, including clearinghouses, credit rating agencies, financial advisory services, insurance companies, government‐sponsored enterprises, information‐sharing organizations, and electronic payment firms.46

The FSSCC's mission is to strengthen the resilience of the sector against physical and cyber threats by serving as the sector's main tool to communicate and collaborate with US federal government agencies. The FSSCC drives collaboration with the US federal government to proactively identify threats and to promote preparedness and protective measures for the sector. Arguably, the most important role of the FSSCC is to advocate for the interests of the sector as it relates to cybersecurity policy. As the main method of communicating and collaborating with the government, the FSSCC provides a unique mechanism for financial firms considered CI to provide their perspectives on the cyber policies and frameworks developed by the federal government. In practice, the organization seeks to inform the federal government of the sector's specific needs and pain points in regards to physical, and more importantly, cyber threats so that policy is developed with industry perspective and input.

Much of what the FSSCC does is “improve the content and process of bi‐directional threat information sharing.”47 As a major enhancement to bi‐directional threat information sharing, the FSSCC created an Intelligence Community (IC) Coordinator meant to facilitate the coordination of classified interactions with the federal IC. The IC Coordinator position was created to maintain and expand the FSS's influence on government agencies in cyber policy matters. The sector already has a well‐established partnership with the Treasury Department and the DHS through FS‐ISAC, so the FSSCC IC Coordinator is largely focused on increasing and improving information sharing with other partners, such as the FBI Cyber Crime Division.

Along with improving threat information sharing through stronger government partnerships, the FSSCC seeks to increase government research, development, and policy efforts that support the improvement of security and resilience in the sector. The FSSCC uses lobbying, letter writing, and press releases to voice the sector's opinions and to influence government actions as they relate to cybersecurity and resilience. For example, in January 2017, the FSSCC released a letter containing cybersecurity priorities and recommendations in response to the new presidential administration and Congress.48 The campaign focused on several areas of improvement, including risk‐based research and development, cybersecurity regulation, global deterrence, and cyber event response.49

Many of FSSCC's public letters and press releases mention the need for more government investment in risk‐based research and development related specifically to the FSS. The FSSCC has advocated for stronger federal resourcing within the IC for programs that detect and analyze cyber threats as well as contingency planning and cyber event exercises. An additional FSSCC advocacy priority is a clearer and more holistic approach to federal and state cybersecurity regulation. In their January 2017 letter to the new presidential administration and Congress, FSSCC members called for more coordinated cybersecurity regulation – based on the National Institute of Standards and Technology (NIST) Cybersecurity Framework – that would reduce the number of divergent proposals, mandatory guidelines, and frameworks that federal and state governments release.50 The FSSCC is also encouraging the government to develop a consistent data protection and breach notification law across national and state platforms, in order to reduce the burden of translating and mapping legal requirements to the current frameworks they have in place.51 The FSSCC's call for more consistent and holistic cyber regulation was endorsed by a report on “Securing and Growing the Digital Economy,” released by the Commission on Enhancing National Security (established by President Obama's Executive Order 13718). The report, completed in December 2016, outlined short‐ and long‐term recommendations for strengthening cybersecurity in the public and private sectors.

Aside from collaborating with the Treasury Department and the DHS, the FSSCC also works with the Financial and Banking Information Infrastructure Committee (FBIIC). The FBIIC was created in 2001 by federal financial regulators in order to address the resilience of the financial sector, promote PPPs, and improve the communication and coordination of financial regulators.52 The FBIIC consists of 18 federal and state financial regulatory organizations, including the OCC, the Securities and Exchange Commission (SEC), the Federal Reserve Board (FRB), and others.53 Members of the FBIIC meet monthly to work on operational and strategic issues related to CI, including cybersecurity. These monthly meetings inform the strategic and policy‐level direction of the FBIIC, especially with regards to removing information‐sharing obstacles, identifying best practices for cybersecurity controls, and improving incident‐response planning. The FBIIC and FSSCC often hold joint meetings to promote discussion of regulatory harmonization and public–private collaboration on addressing legal barriers to information sharing, as well as to collectively discuss cyber threat, risk, and communication initiatives in the sector.

In addition to partnering with the FBIIC, the FSSCC collaborates with the Federal Financial Institutions Examination Council (FFIEC), the interagency body that prescribes standards and principles for federal examination of the FSS.54 Through the FFIEC, regulators are able to make recommendations to promote uniformity in the regulation and supervision of financial institutions in various areas including cybersecurity.55 In 2015, the FFIEC released the Cybersecurity Assessment Tool (CAT) to support financial institutions in their identification and analysis of cyber risk, preparedness, and response capabilities.56 While use of the CAT is not mandatory, it is highly recommended by FFIEC regulators, resulting in its wide adoption and incorporation throughout the sector. In response, the FSSCC created an automated tool to facilitate the collection and scoring of firms' responses to the CAT (Table 6.2).



Table 6.2 FBBIC membership.




	Financial and Banking Information Infrastructure Committee
	





	American Council of State Savings Supervisors
	Federal Reserve Bank of New York



	Commodity Futures Trading Commission
	Federal Reserve Boarda



	Conference of State Bank Supervisors
	National Association of Insurance Commissioners



	Consumer Financial Protection Bureaua
	National Association of State Credit Union Supervisors



	Department of the Treasury
	National Credit Union Administrationa



	Farm Credit Administration
	North American Securities Administrators Association



	Federal Deposit Insurance Corporationa
	Office of the Comptroller of the Currencya



	Federal Housing Finance Agency
	Securities and Exchange Commission



	Federal Reserve Bank of Chicago
	Securities Investor Protection Corporation





a Also member of FFIEC.




6.5 Financial Systemic Analysis and Resilience Center

The FSARC was created in June 2016 after eight CEOs of the largest US banks57 decided to improve the cyber capabilities of CI within the FSS.58 The FSARC was established under FS‐ISAC so as to better partner and collaborate with FS‐ISAC members and the US government, including the Treasury Department, the DHS, the FBI, and others.59 The FSARC's mission is “to proactively identify, analyze, assess and coordinate activities to mitigate systemic risk to the US financial system” (emphasis added).60 While FS‐ISAC focuses on real‐time analysis and information sharing of cybersecurity threats, the FSARC takes a long‐term strategic approach to improving cybersecurity capabilities at the sector and firm level. FSARC operations are not meant to replace FS‐ISAC initiatives, but are intended to fill a perceived gap in the analysis of threats that affect the sector. Prior to the FSARC, there was no organization that carried out analysis specifically focused on assessing current and future cybersecurity threats with the purpose of improving sector‐wide defense capabilities. Part of the FSARC's mission is to “identify ways to enhance the resilience of the critical infrastructure that underpins the US financial system,” which entails identifying and analyzing systemic sector risks.61

Since the FSARC operates under FS‐ISAC, it is able to collaborate with FS‐ISAC members and government partners. The FSARC is also able to use the cybersecurity threat intelligence identified through FS‐ISAC operations and its government partners for a deeper analysis of identified threats. Ultimately, the eight bank CEOs envisioned the FSARC as a mechanism to reduce the systemic risk of the FSS and as a way for CI to collaborate to understand the sector's evolving threats and develop better defenses.62 Because the FSARC is focused on systemic risk to CI, it is led by FSS companies that the federal government has designated as “most crucial to national safety, security, and economic integrity.”63

The FSARC was created around the time federal regulators released cybersecurity draft rules that required the FSS to recover critical business functions within two hours of a cyberattack.64 Though the FSARC was not a response to these draft rules, its creation clearly accompanies the increased focus of the public and private sectors on cyber defense capabilities. The FSARC was designed to provide “contextualized and in‐depth analyses of long and short term cyber threats,” with more of a “hands‐on perspective” than government or information‐sharing organizations.65 The creation of the FSARC also demonstrates the FSS's increased focus on the systemic risk facing the US financial system.66

The FSARC's prevention, detection, and mitigation tactics are meant to complement already established partnerships across the private and public sectors, such as FS‐ISAC and FSSCC, creating a stronger connection and coalition between the different FSS PPPs. Similar to the FSARC is the National Cyber‐Forensics & Training Alliance (NCFTA), a nonprofit focused on real‐time information sharing and analysis of cyber threats. Founded in 2002, the NCFTA is focused on identifying, mitigating, and neutralizing cyber threats at a global level.67 The NCFTA collaborates with subject‐matter experts in the private, public, and academic sectors to proactively identify cyber threats and determine the best preventive measures to mitigate such threats.68 While the NCFTA is not primarily focused on systemic threats facing the US financial system, it shares the FSARC's focus on best practices to mitigate threats through response planning efforts and threat analytics.

As of 2018, the FSARC has three main focus areas: intelligence collection, advanced analytics capabilities, and sharing of workforce resources with government. In collecting actionable intelligence, the FSARC seeks to identify the most critical elements and operations of the US financial system so that the gathering of intelligence can be focused on cyber threats that pose the greatest systemic risk.69 Leaders of the FSARC argue that while government agencies are good at collecting threat intelligence, they do not necessarily have the sector‐specific expertise required to contextualize and determine the motivation of attacks, assess the importance of threats to the systemic operations of the sector, or identify trends in the sector's vulnerabilities. Members of the FSARC also want to engage with government to prioritize the collection of threat intelligence in order to develop a more organized approach to sourcing.70

While most of the industry‐led organizations work to improve PPPs in the areas of policy making and information sharing, the FSARC is also meant to enhance the sharing of advanced analytics between the private sector and government.71 More specifically, it wants to include machine learning, artificial intelligence, and the coordination of operations in its partnership with federal government agencies.72 Additionally, FSARC members would like the government to use the organization to coordinate public–private cyber defense operations and measures to drive broader cyber deterrence.73 The FSARC is also advocating for the government to assign a dedicated and shared workforce of government employees to the FSARC mission of improving FSS CI security.



6.6 Lessons for Cybersecurity Governance

Having reviewed the varied roles and functions of FS‐ISAC, FSSCC, and the FSARC, what are some of the lessons for cyber governance emanating from the financial sector's experiences in creating and cultivating PPPs? While the lessons are potentially innumerable, we will focus on three key observations here:


6.6.1 Lesson One: Affirmation of PPP Model, but Focus and Clarity Needed

The FSS's experience with cyber partnerships demonstrates their effectiveness in addressing complex challenges, including operational (FS‐ISAC), policy (FSSCC), and increasingly strategic (FSARC) challenges. It is clear that neither government nor industry is capable of achieving cybersecurity on its own. Industry leaders must work together through mechanisms like FS‐ISAC to identify and respond to ongoing threats. Industry must also be able to rely on government partners when necessary, as in moments of crisis (e.g. sector‐wide Distributed Denial of Service [DDoS] or catastrophic destructive malware attacks). Industry and government must collaborate in order to develop and implement cyber policy that is fit for its purpose and does not unintentionally harm firms' cyber defenses. Likewise, industry must increasingly rely on government partnerships to provide insights into the strategic cyber threats facing the sector, particularly with respect to systemic risk.

Though cooperation among PPPs highlights the shared purpose and interest of government and private industry in pursuing common goals like cybersecurity, at times the roles and responsibilities assigned to each set of actors in these partnerships may appear ambiguous. PPPs within cybersecurity typically avoid directly assigning strict responsibility and accountability. Instead, the governance practices resulting from these partnerships can be unclear and often revert back to legacy governance and relationship structures between government and industry (e.g. what can government do for industry?). This is particularly clear in the FSS, where government has often taken the role of a regulator.

Moreover, with the expansion of PPPs and the formation of new initiatives like FSARC, there is a risk that the respective roles and responsibilities of each organization may become confused. Tight coordination among organizations tasked with facilitating partnerships will become increasingly necessary to maintain focused objectives and eliminate duplicative or wasteful effort.



6.6.2 Lesson Two: Addressing Systemic Risk Requires more than Just Information Sharing

FS‐ISAC is considered a highly successful venture and an Information Sharing and Analysis Organization (ISAO) par excellence. It is widely viewed as one of the premiere industry cybersecurity organizations and a leading example of an effective ISAC. However, the increasing cyber threat demands more focused analysis of longer‐term strategic trends, as well as tighter industry–government coordination, particularly for highly interconnected CI sectors.

It is one thing for each CI organization within a sector to strengthen its own cyber defenses and to share information about day‐to‐day incidents, but underlying systemic risks may persist. Critical third parties and essential utilities must be a part of the cyber risk calculus when identifying and addressing these systemic risks. This is where constructs like the FSARC enter the fray to fill an important gap.

One challenge in this respect is how to scale constructs like the FSARC internationally, particularly where engagement with national intelligence organizations may be required. Financial systemic risks are more often than not international in scope, but the international sharing of sensitive intelligence and analytics about these risks is not yet commonplace.



6.6.3 Lesson Three: Limitations of PPPs in Regulated Industries

As noted in the introduction, the FSS has experienced a tidal wave of new regulation and policy focused on cybersecurity risk. While well intended, this has created an unfortunate situation in which financial institutions are left to reconcile differing regulatory approaches, both domestically and internationally. Industry groups, including the FSSCC in the United States, have sought to engage regulators to harmonize and align their efforts, but this has proven challenging so far.

Looking beyond the world of finance, other highly regulated industries may soon experience similar challenges. This demonstrates a potential limitation of the PPP model, in cases where government partners are regulators with different incentives than nonregulatory government agencies, and with a perceived disinterest in collaboration.




6.7 Conclusion

In this chapter, we provided a deep dive into three key FSS‐led organizations that facilitate PPPs for cybersecurity across different specialty areas. We also drew out broader lessons for cyber governance, with attention to the value and limitations of the PPP model, the need to advance beyond information sharing to address the cyber threat, and the complexities of relying on PPPs for security governance in regulated sectors. We hope that these insights aid both scholars and policymakers in better understanding the benefits and challenges associated with organizing the public and private sectors around shared goals like cybersecurity.

This chapter also raises interesting questions that merit further research, particularly around the effectiveness of sector‐led international partnership on security matters. It also exposes the need for a better understanding of how regulatory environments shape PPPs, particularly in the domain of cybersecurity.
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7.1 Introduction

Because of a general impression that cyberattacks are becoming more frequent, better organized, costlier, and altogether more dangerous, countries increasingly consider cybersecurity as one of their top security issues.1 However, organizing responses to cybersecurity threats is no easy task. This chapter explores the role of polycentric cybersecurity governance in addressing cybersecurity threats, illustrated by efforts to mitigate the threats posed by botnet infrastructures. Botnets are collections of compromised machines remotely controlled by botmasters (or botherders). They are created through the dissemination of “bots,” pieces of advanced malicious software that exploit vulnerabilities and install system backdoors in various devices such as personal computers, mobile phones, tablets, and wearables. Once a bot backdoor is installed, a communication channel is established between the victim device and the network under the control of the botherders, thereby rendering the victim device's processing power and functionalities at the disposal of perpetrators.

Botnets often remain under the radar of security tools such as firewalls and antiviruses, leaving users unaware that their devices are infected. Botmasters' power is reflected in their botnet's size, complexity, and resilience, which can be used to perform further criminal acts. Because they can be updated and rewired, botnets are a “living” cybercrime infrastructure.

Recent industry reports revealed botnet infections affect 500 million computers every year, with 18 victims per second.2 While statistics vary and industry reports should be read cautiously, a consensus exists that botnets are among the most serious threats to information security. They are also lucrative, generating income via a multitude of cybercrimes, such as system interference, spam, search engine poisoning, extortion demands through Distributed Denial of Service (DDoS) attacks and ransomware, and click fraud.3 For example, GameOver Zeus (GOZ), a widely spread botnet that affected the international banking system until its takedown in 2014, caused an estimated loss of more than 100 million dollars worldwide.4

Newer types of botnets, such as the highly publicized Mirai,5 exacerbate these issues because they move beyond just computers to attack other networked devices such as routers, CCTV cameras, thermostats, and various other Internet of Things (IoT) devices. These types of botnets form a highly decentralized threat not only to national security but also to other public interests because they compromise private devices previously off the radar of botherders, thereby increasing the number and types of players impacted by their effects. Moreover, because any device connected to the internet can potentially be attacked, and many of these devices hold critical information about individuals' location and behaviors, there are new opportunities for highly customized attacks. By targeting the IoT, perpetrators enter a new realm of action, where attacks can be socially engineered and are more likely to succeed, since IoT devices are reportedly more poorly secured than other types of machines.

The dynamic nature of botnets presents a continued challenge to developing effective security tools for detecting and disrupting botnets. Several European and non‐European countries ratified the Council of Europe Cybercrime Convention6 and maintain significant levels of international cooperation in botnet mitigation.7 Yet, there is a shared understanding, especially regarding newer botnets forms, that current mitigation approaches are insufficient. These approaches must be coupled with the strategic power of the IT industry (e.g. device manufacturers, internet service providers [ISPs], content providers, registrars, search engines, and security developers), which has a significant capacity to deter and respond to botnet attacks. Attacks against various IoT devices potentially further expand the scope of actors responsible for mitigating botnet attacks to include individual device users.

However, effective incorporation of additional stakeholders is currently one weakness of cybersecurity in practice. We know from governance theory that coordinating between multiple stakeholders presents numerous challenges. The large number of agents makes the regulation of botnets notoriously complex; moreover, the potential stakeholders have different responsibilities to many different parties, some of which may conflict with one another. Effective coordination mechanisms are crucial for ensuring that these parties work together with confidence and trust. The case of botnets is useful for exploring whether, and to what extent, such response coordination works in practice. How does a multiple‐stakeholder (polycentric) approach to governance work in complicated practical situations such as botnet mitigation?

To answer this question, we first set the stage by conceptualizing “cybersecurity,” then use the case of botnets to show the intricacies of cybersecurity in practice. After these descriptive sections, we introduce ideas from governance theory that are relevant to cybersecurity. In the discussion, we examine how the theory of “cybersecurity governance” applies to the regulation and practice of botnet mitigation.



7.2 Cybersecurity

We begin with a brief outline of primary concepts and related terms, because the way in which cybersecurity is conceptualized dictates the governance approaches that may be taken. “Cyberspace” refers to the “geographically unlimited, nonphysical space, in which – independent of time, distance and location – transactions take place between people, between computers and between people and computers. Characteristic of cyberspace is the impossibility to point to the precise place and time where an activity occurs or where information traffic happens to be.”8 Cyberspace is not one homogenous space; rather, it is a myriad of virtual spaces, each providing a different form of digital interaction and communication. Cyberspace comprises both the technological components that constitute this space and the social aspects of activities taking place within it, making protection of the social and the technical equally important in approaches to cybersecurity governance.9

The term “security” refers to both the result and the process of taking measures to protect things, people, organizations, society, and the state.10 Security implies an emphasis on authority, confronting threats and enemies, an ability to make decisions, and the adoption of emergency measures.11 However, it actually demands coordinated actions on a broad range of issues and constitutes a particular type of politics applicable not only to military and political contexts but also to economic, environmental, and societal contexts.12

According to the Copenhagen School's theory of securitization, security is a discursive and political practice rather than a material condition or verifiable fact. The “threat‐danger‐fear‐uncertainty discourse” is not universal, but “contextually and historically linked to shifting ontologies of uncertainty.”13 The result and the process of security practices are equally important. In this sense, security can be described as the measures taken to safeguard the interests of a state or organization against threat. Hence, more generally, security as a process can be viewed as any checks and procedures intended to keep a person, place, or thing secure.

Three more related terms are important to understanding cybersecurity:


	Computer security refers to developing good programs with a limited number of (serious) bugs and systems that are difficult to penetrate by outside attackers. Cyber risk management is an evolution of classical computer security, with an increasing incorporation of business‐oriented concerns such as business continuity management.14 In that sense, cyber risk management is a synonym for cybersecurity.

	Information security is “concerned with the protection of confidentiality, integrity, and availability of information in general, to serve the needs of the applicable information user.”15 Information security also includes information assurance, which deals with the underlying principles of assessing what information can or should be protected. Network security, in turn, is concerned with the design, implementation, and operation of networks – with the ultimate goal of achieving information security on networks within organizations, between organizations, and between organizations and users.16

	Critical Information Infrastructure Protection (CIIP) refers to protecting the systems that are provided or operated by critical infrastructure providers (CIP). Critical infrastructures (or vital infrastructures) are the basal layer for socioeconomic welfare and include energy, telecommunication, banking, health, and water infrastructures. CIIP ensures that systems and networks through which critical infrastructure services operate are protected and resilient against information security and network security risks.



Conceptually, the focus of cybersecurity has evolved from computer security to information security to CIIP; practically, this evolution has also trended toward an increasing number of competing interests. When computer scientists started using the term “cybersecurity” in the early 1990s, they highlighted not only the technical aspects of protecting hardware and software but also society's general vulnerabilities.17 Including social aspects, such as consequences for national security and the country's economic and social welfare, in the definition of cybersecurity also shifted attention from technical experts to public policy. Events such as the discovery of the nuclear‐industry sabotaging Stuxnet computer worm, numerous tales of cyberespionage by foreign states, growing dependence on the “digital infrastructure,” and increasing media attention to high‐profile cyberattacks and cyberleaks, all generated more awareness of possible future cyberattacks.

Based on its components and the discussed related terms and concepts, we define “cybersecurity” as denoting both the process and the result of making cyberspace secure, where cyberspace refers not only to the space constituted by information, ICT, networks, and (ICT‐based) infrastructures but also to the abstract space of digital, interconnected human and organizational activities. The security of cyberspace should consist of freedom from threats to the confidentiality, integrity, or availability of the computers, networks, and information that together constitute this space. Cybersecurity is the collection of proactive and reactive processes working toward this ideal.



7.3 Botnets

Botnets are an ideal case for examining the relationship between theory and practice, due to their complex, dynamic, resilient infrastructures and the seriousness of the threats they pose to cybersecurity. A typical botnet is developed through a lifecycle of multiple, connected stages: conception, recruitment, interaction, marketing, execution, and success.18 Botnets start with the conception and dissemination of pieces of malware designed to install system backdoors and connect back to remote‐controlling machines or other infected machines and servers. These “bots” are released in the wild internet or in a targeted network and exploit known vulnerabilities. Botnets are constructed such that, once a machine has been infected, it can serve as a new vector for spreading the same bot, creating an exponential effect of contamination. The aggregated infrastructure of compromised machines and channels form the so‐called botnets, which further act as enablers for other cybercrime activity by offering perpetrators an army of devices (and their processing power) that can be triggered to launch new, powerful attacks.

Botnets present in multiple forms are traditionally categorized by their communication channels. They may be centralized, hybrid, or peer‐to‐peer, depending on how the infected machines communicate with one another.19 In centralized structures, all devices connect back to compromised servers controlled by botherders (command‐and‐control or C&C botnets). Aware of the vulnerability of the single point of control (once the command‐and‐control server is hit, the entire botnet goes down), botherders create peer‐to‐peer communications between bot machines, thereby programming the bot software to share pre‐coded instructions with other infected machines and even launch an attack without further commands. In a P2P botnet, the botherder is replaced by an autonomous and self‐managed malicious network, allowing botherders to hide and only occasionally intervene. Hybrid forms combine the control feature afforded by C&C botnets and the spider web nature of P2P botnets, offering a resilient botnet.

Clearly, different types of botnets present different challenges to law enforcement and cybersecurity experts. Understanding the modus operandi of a botnet is crucial to cybersecurity efforts. Observing the communication structure is key to paralyzing a botnet before botherders have time to recode its operations. Because botherders also diversify the environment where bots operate and benefit from weaker elements of various information systems, mitigation efforts must also consider how infected devices have been compromised and the complexity of the layers in which information about the botnet can be found. For example, some known botnets exploit the darknet, a collection of non‐indexed domains that are protected by multilayered structures, including The Onion Router (TOR).20 These botnets require an incredible amount of effort to break into the anonymized features of the TOR, while newer types of botnets, such Mirai or Brickerbot,21 move beyond computers to attack IoT networked devices.

Botnet mitigation – the collection of efforts and measures taken to prevent, share information about, disrupt, and disinfect machines from botnets – requires more than just technical measures: it must also include measures targeting public policy, social awareness and training, legislation, and cybercrime economics. The European Union Agency for Network and Information Security (ENISA) identifies three specific approaches to fighting botnets: (i) preventing new infections, (ii) mitigating existing botnets, and (iii) minimizing criminal profit.22


7.3.1 Preventing New Infections

Important steps in preventing new infections include patching existing vulnerabilities and fostering a culture of security by design. Patching infections shields exposed vulnerabilities from contamination and immunizes them against new exploitation. Fixing nonzero‐day exploits is paramount in thwarting many botnets whose modus operandi is already known to developers. A culture of security‐by‐design involves investment in awareness, capacity building, and training. Fostering a cybersecurity mindset among stakeholders requires the provision of incentives encouraging developers and manufacturers to be attentive to all security matters, even before the product/service is on the market, and the empowerment of users to protect themselves against botnet infections.

A crucial element of prevention involves sharing information about victims and botherders, and sharing data about how botnets function. Given the widespread nature of botnets, establishing a functional network of information sharing is paramount. By distributing and compiling information about suspicious and detected botnet activity, the cybersecurity community can better prevent and respond to the menace. Information sharing is useful to smaller players that do not have the resources to invest in larger cybersecurity capabilities and can benefit from expert knowledge gathered worldwide.



7.3.2 Mitigating Existing Botnets

Although security specialists have developed powerful technical solutions to tackle botnets (e.g. P2P polluting, PeerShark, Sinkholing, Sybil attacks, and Crawling), the preparation, resources, and costs associated with large operations are often prohibitive when not supported by law enforcement and state authorities. Effective botnet mitigation tools can be highly invasive, cause collateral damages, and raise ethical and legal issues. For instance, interactive honeypots (intentionally weakened systems created to attract attackers) may breach privacy and data protection when communications established with servers and victimized machines are exposed. There is also a risk of entrapment, given that the honeypot is designed to attract malware. Mitigating existing botnets also includes disinfecting machines, which can be achieved either remotely or through awareness‐raising campaigns aimed at diagnosis and disinfection by end users. The importance of raising awareness about botnet disinfection should not be underestimated. As demonstrated by Asghari et al., vulnerabilities can persist years after a patch becomes available and the botnet is taken down.23 By enabling an efficient regulatory framework and supporting private sector participation and innovation in this area, public authorities can fine‐tune international cooperation models and law‐enforcement powers to deliver important results – with the ultimate goals of preventing market failures from dictating security standards, and safeguarding individuals' fundamental rights.



7.3.3 Minimizing Criminal Profit

If botnets remain profitable, criminals will invest in circumventing security measures. Increasing the costs of botnets means enhancing prevention to the point that the effort to create and operate a botnet infrastructure is no longer financially interesting, and ensuring that, even when machines are infected, disruption is quick and effective. This requires raising the costs of committing botnet infection (by heightening prevention measures), raising the costs of sanctions (primarily by heightening detection and investigation capacities), and diminishing the profitability of botnets (by disrupting business models). However, these measures could merely generate replacement effects, encouraging criminal organizations to shift to targets in other sectors. If a given jurisdiction makes it more difficult to generate income through cybercrime, botnets may also migrate to countries where cybercrime is still profitable.24

Botnets constitute a special threat to cybersecurity because of the multiple agents involved. Any attempt to mitigate botnets must target and stop at least one phase of the aforementioned botnet lifecycle; hindering the completion of any of these stages frustrates botnet success.25 Ideally, botnet mitigation starts in the recruitment or contamination phase, preventing bot malware from effectively infecting targeted machines. In practice, however, most botnet countermeasures only occur after recruitment and execution, when the botnet has often already caused significant costs to business and society. The large number of agents involved in such countermeasures makes the regulation of botnets notoriously complex, and a chain of responsibility among stakeholders is currently lacking. However, successful botnet disruptions – including the GOZ, Dridex, and Ramnit takedowns coordinated by Europol's European Cybercrime Centre (EC3) and the FBI – involved action from a number of actors and relied on the expertise and extensive resources of public and private actors.

Because cybersecurity issues often involve a substantial number of players acting in a complex and international environment, many scholars have suggested that such threats cannot solely be handled by regulatory measures and should not be the exclusive domain of the state.26 Rather, multiple states, businesses, and civil society organizations should play a role in a more hybrid and shared form of governance. The shift to this more hybrid conception of governance, and its relevance to botnet disruption, is explained in the subsequent sections.




7.4 Governance Theory

The governing authority at the centralized (nation–state) level has traditionally had a monopoly on power. Governments determine not only how a state is run but also which issues constitute the public interest. In modern societies, however, nongovernmental actors play an increasing role in influencing policy outcomes, thereby changing the role of centralized government. Most especially, changing dynamics in public–private relationships and influences at the systemic (international) level put the effectiveness and legitimacy of classical policy strategies and instruments up for discussion. To expand scholarly perspectives on these changes in politics and policymaking, the term “governance” was (re‐)introduced in the academic vernacular of political science and public policy. Van Asselt and Renn describe governance as “the multitude of actors and processes that lead to collective binding decisions.”27 This definition acknowledges that (state) governments are not the only (and possibly not even the most important) actors in managing and organizing society and social processes.28 In modern societies, the state operates in a mutually dependent triangle with the community and the market, each with its own (self‐)regulatory processes. The complex interactions and dependencies within the triangle imply that all parties are affected by the unresolved problems of one.29

The interdependent state–community–market relationship moves public policy away from the traditional hierarchical, state‐centric power structure to a decentralized, network structure. To reflect this difference, in the policy arena, a distinction is often made between horizontal and vertical relations. Horizontal relations show the network of relevant public and private actors that, within a defined geographical or functional segment, play a role in steering society around a common aim; vertical relations show the hierarchical links between them, highlighting institutional relations and balances of power.30 It is important to note that at the nation–state level, the governance structure is never purely horizontal or vertical: it is a mix of central and local, hierarchical and networked, vertical and horizontal – a structure also referred to as polycentric governance.31 Public–private relations are crucial in the cyber domain, and emergent governance structures for cybersecurity are both horizontal and vertical.32

According to Tuohy, the new governance paradigm “is meant to connote the processes and instruments of governing in the context of complex organizational networks in which no one set of actors has authority to ‘command and control’. ”33 This decentralization of authority is often thought to hinder effective governance, leading to questions regarding the difference between governance and regulation. The best explanation of this distinction is offered by Helderman et al.: “Whereas ‘governance’ can be used for several different institutional orders (including spontaneous coordinated action) with multiple centers or networks, regulation is more restrictedly confined to the ‘sustained and focused control exercised by a public—independent—agency, over private activities that are socially valued’.”34 The inclusion of socially valued activities in the definition distinguishes regulatory regimes from, for example, criminal justice systems, and the reference to sustained, focused control implies that regulation is not just about law‐making. It extends to include gathering information, monitoring performance, and ensuring enforcement of established rules and standards. In other words, regulation is one way that modern states steer society, among several other possible processes that may be employed to steer behaviors. Governance scholarship shows how expanding the arena of possible actors and actions simultaneously restricts the capacity of nation–state governments to act. The interdependent state–community–market relationship is thus underpinned by tensions between public and private (state and market), as well as between center and nodes (of different corners of government).35

While governance theory has encouraged scholars to think differently about the relationship between states and societies, governance itself remains a dynamic concept. Empirical studies of governance structures and processes, with a focus on effectively addressing new challenges (including cybersecurity), point to the need for more refined and specific concepts of governance in practice. Some authors have even suggested moving away from the typology of community–market–state, public–private distinctions, and notions such as hierarchy, as all these concepts are in a state of continuous flux.36 Moreover, changing relationships between actors indicate an increased need for actors to adapt to roles in public and private environments,37 which may lead to new types of social actors or ad hoc coalitions.38 This possibility raises three practical challenges.

First, the incorporation of multiple players interacting on different levels implies multiple loci of responsibility and, as such, problems with ensuring accountability for enforcement.39 There are limits to the technical capacity of government actors to define problems and understand what needs to be done in response, as well as to their institutional capacity to act once the problem has been defined. The multicentric nature of cybersecurity, as well as the multiple agendas involved in identifying problems and creating common solutions, raises the issue of command and control. Sabel and Zeitlin argue that the combination of transnational connections and increased technological innovations has undermined the effectiveness of command and control. They offer the notion of “experimentalist” governance, defined as a recursive process of provisional goal‐setting and revision based on learning from the comparison of alternative approaches to advancing control in different contexts.40 The term “experimentalist” also points to the trial‐and‐error nature of dealing with new challenges – and to the possibility of finding creative solutions in the process.

The iterative, learning‐focused approach required by current governance structures and processes is related to a second practical challenge. Issues confronting society are often ambiguous and complex, demanding a flexible response given strategic uncertainty about the exact nature of the problem and how best to approach it. This challenge has been especially highlighted in the context of “risk governance,” which tries to anticipate and respond to uncertainty regarding what might happen and what the consequences will be if it does. Whereas many theories implicitly seem to assume that governance is reactive, theories of risk governance and uncertainty‐induced anticipation show that governance structures and strategies must also often be proactive; it is here that the lack of a single command‐and‐control authority, one who can or will coordinate such proactive governance, becomes problematic. The nature of many risks requires cooperation, coordination, trust, and mutual understanding among a range of stakeholders. Because these stakeholders often have both diverging interests and contrasting perceptions of potential risks involved, the various actors (including governments) tend to have difficulty making decisions with confidence and legitimacy.41 Moreover, these actors must not only minimize risk but also establish resilient systems that decrease general vulnerability to unanticipated events over a longer term. Like experimentalist governance, dealing with perceived risks often requires trial‐and‐error learning and seeking creative solutions. Translated to the case of cybersecurity, minimizing risks to systems and establishing longer‐term systemic resilience are a challenge. Inherent to risk governance is the difficulty in pinpointing the source of (and, thus, the concrete solution to) a problem. Responses to threats are often demanded in situations where a clear analysis of the actual problem is lacking, which can lead to alarmism and overinflated threats.42

Finally, the legitimacy issues that accompany the introduction of new actors, action under uncertainty, and creative solutions (or nonsolutions) have also led to an increased demand for reflection on adopted and enacted policies and strategies. Corbridge et al. highlight the importance of attending not just to notions of governance, but to good governance43 (in accordance with social understandings of what constitutes “right and wrong”), and to how these policies and strategies can be assessed. Although agendas of good governance – and the very idea of good governance itself – may be open to critique, the primary concern from a practical perspective is ensuring the balance between individual representation and the various actors involved in governing specific cybersecurity challenges.



7.5 Discussion: Governance Theory Applied to Botnet Mitigation

Although much of the effort to fortify cybersecurity seems to be premised on increasing the criminalization of threats to – or occurring through – networked technologies,44 governance is not only about command‐and‐control regulation to reduce “bad” behavior. Rather, it is about the coordination of various parties in anticipation of (and in response to) potential threats – as well as the simultaneous development and implementation of longer‐term structures and processes that reduce ambiguity, uncertainty, and threats from unanticipated events. Governance therefore refers to both proactive and reactive approaches to social steering, which strike a balance between stakeholder interests and the overall steering of social processes in a politically legitimate manner (i.e. in a manner that has legitimacy in the eyes of individual citizens).

Initiatives led by the ITU (IMPACT),45 EU (ENISA CSIRT Network),46 and private‐sector organizations in the United States (M3AAWG)47 exemplify the expansion of coordinating efforts targeted at streamlining cybersecurity practices across countries and industries. By running drills, sharing information feeds, and promoting professional training, cybersecurity initiatives have disseminated and fostered cybersecurity expertise with significant results. Yet, the world of cybersecurity information is still polarized; cybersecurity cooperation is negatively affected by the digital divide, specific industry interests, and uneven levels of political commitment. Bridging the expertise gap among consolidated and developing digital societies remains a challenge. As a deeper look into ITU‐IMPACT reveals, UN assistance is much needed by countries in developing digital societies. The UN has played a strong diplomatic role in bringing together countries with conflicting political views and social systems, whereas consolidated Western digital societies have been more involved in collaborating with one another. The Joint Cybercrime Action Taskforce (J‐CAT), led by the FBI and EUROPOL, symbolizes the fragmented landscape of cybersecurity cooperation among advanced economies, which arguably resembles the geopolitical alliances observed off‐line.

Due to the increasing dependence of most Western societies on all sorts of digital applications, such as software‐based control systems, current discussions about cybersecurity focus on the vulnerabilities of critical infrastructures, transnational interdependence, and system preparedness to deal with concrete threats.48 Additionally, many Western states are paying more attention to other states as potential cyber‐“enemies,” resulting in the notion of cyberespionage (high‐level penetrations of government and business computer systems), as well as to the “cross‐fertilization” between cyberthreats and terrorism, where cyberthreats reinforce the danger posed by terrorists, and the terrorist nature of the cyberattacks makes them more attention‐worthy.49

Botnets exemplify the distributed, international nature of cybersecurity threats. Deterring botnets worldwide and preventing the creation of cybercrime havens requires international cooperation and coordination. A 2015 comparative “quick scan” of cybersecurity governance in five countries – Canada, Estonia, Germany, the Netherlands, and the United Kingdom – found that botnet mitigation is largely undiscussed in national cybersecurity strategy documents, and that private actors, whose cooperation is essential, have only limited legitimate grounds for countermeasures against botnets.50 Nonetheless, the absence of a broader regulatory debate on botnet mitigation has not impeded collaboration between Europe and North America in combatting ubiquitous botnet infections, as the case of GOZ shows.

GOZ was a widely spread botnet affecting financial transactions operated by the so‐called “Business Club,” a criminal ring allegedly headed by Evgeniy Mikhailovich Bogachev. Aside from capturing victims' bank data and credentials, GOZ operated as the main channel for disseminating Cryptolocker, a form of ransomware (a variety of malware that blackmails users while requesting a ransom). In the complaint directed to the US District Court of Western Pennsylvania, as part of the legal procedure that led to the takedown of GOZ in mid‐2014, the US government claimed the combined losses caused by GOZ and Cryptolocker exceeded 100 million dollars and infected thousands of machines worldwide.51

On 3 June 2014, the District Court granted the US government request to a takedown of the infrastructure of both GOZ and Cryptolocker, takeover of the Cryptolocker DGA domains, and takeover of the peer‐to‐peer network of GOZ.52 However, the efforts leading to the worldwide and almost simultaneous GOZ takedown were part of a broader international law‐enforcement collaboration not limited to the US Operation Tovar, steered by the FBI and Europol (EC3), pooled the resources of public and private sector organizations across jurisdictions. It was built upon the findings of law‐enforcement agents from Canada, Japan, Ukraine, and New Zealand, as well as EU Member States (including Germany and the Netherlands) and the United States, but also counted on support from private‐sector partners, including Dell SecureWorks, Microsoft Corporation, McAfee, Symantec, Abuse.ch, Afilias, Crowdstrike, Delloite, F‐Secure, Georgia Tech, Heimdal Security, Level 3 Communications, Neustar, Sophos, Trend Micro, and nonprofit organizations such as Shadowserver and Carnegie Mellon.53

Further details on how law enforcement, industry partners, and academic and civil society organizations from various countries collaborated to take down GOZ were not made available to the public – presumably, these files have been sealed by national authorities, as disclosure about the means and methods of investigation may compromise future endeavors. Yet, it is possible to infer that the actions undertaken during the operation and the resulting outcomes necessitated the exchange of substantial amounts of evidence concerning victims and perpetrators, including information about the mitigation techniques applied to gather data and disrupt GOZ.

The secrecy applied to such high‐level anti‐botnet efforts has the drawback of paralyzing public scrutiny and oversight of the ways in which privacy of communications and individuals – including both information privacy and data protection – was respected throughout the investigation. While confidentiality of otherwise public procedures may be granted by the circumstances of the case, the degree and nature of participation by private‐sector agents was overshadowed by reports focused on highlighting the promising results of PPPs and the social contribution of the private sector to the greater public interest. Public access to information was similarly restricted in the case of Dridex, a variation of GOZ. Dridex emerged shortly after the GOZ takedown, which clearly had not stopped its commanders from launching another devastating botnet. Although Dridex was the most prevalent Trojan online in 2013,54 its activity period was much shorter. It was taken down in late 2015 through a collective effort, claimed to be led by the FBI55 and involving the US‐CERT, the UK National Crime Agency, Europol (EC3), German Bundeskriminalamt (BKA), Dell SecureWorks, Fox‐IT, S21 sec, Abuse.ch, the Shadowserver Foundation, Spamhaus, and a Moldovan cybercrime police agency. However, access to information about the workings within the consortium remains restricted.

Although the mechanics of such supranational, public–private efforts remain somewhat obscure, they clearly are – to some extent – successful. This success is partly owed to two important elements, shared by the countries studied in the comparative quick scan: supranational legislation and national‐level Computer Emergency Response Teams (CERTs). In a prime example of supranational legislation, all five countries had ratified the Cybercrime Convention, the first international treaty to address internet‐ and computer‐related crimes. The Convention sought to approximate national laws and increase cooperation between countries, but it actually acts as a minimum catalog of offenses and investigation powers, leaving room for countries to implement its principles within their own legal cultures. Even among the five countries, there were significant differences in both criminal law and investigatory powers that made this arrangement ideal. These differences usually related to differences between civil law and common law traditions. Civil law countries, for example, more strongly emphasized the statutory limits to invasive investigative measures. Nevertheless, the Convention also enhances possibilities for international cooperation, through harmonized minimum levels of criminalization (ensuring the legal requirement of double criminality does not hamper mutual legal assistance), its investigation powers (increasing the likelihood of evidence acquisition), and its provisions for mutual assistance and a 24/7 contact‐point network. Therefore, despite national variations in legal approaches to botnet mitigation, supranational law is an important facilitator in fighting botnets: ratification of the Cybercrime Convention provided a shared basis for international cooperative efforts against botnets. When coordinated action was necessary to take down a botnet, the command‐and‐control function of the government and police became evident.

Each of the five countries also has its own national‐level CERT. These CERTs have the mandate to oversee threats on their national territory, and the procedures they follow are largely harmonized. CERTs distribute relevant information within circles of trust. Since such information is often undisclosed to a larger audience, it is not possible to evaluate the impact and the influence of national CERTs countering botnets, beyond what is made publicly available online. However, all five countries have participated in international cooperative efforts against botnets. Many of these international cooperation activities revealed a connection with Europol's (EC3) and the US FBI's efforts in fighting botnets, demonstrating the important role played by both institutions in coordinating international cooperation. To some extent, then, this disproves the theoretical view that polycentric governance lacks coordination capacity: supranational and important national state‐based actors clearly can take up coordination responsibility in cybersecurity governance practice.

Botnets, especially those that target IoT devices, exemplify the convergence between three levels of cybersecurity: the macro‐level, focused on protecting critical infrastructures at the nation–state level; the meso‐level, focused on protecting manufacturers, service providers, and the like; and the micro‐level, focused on protecting every day, ubiquitous networked personal devices. In the age of IoT and ubiquitous connectivity, the number and types of players involved with or possibly instrumental in fighting botnets has significantly increased. Because millions of infected IoT devices collectively can be used to attack various types of infrastructures, responsibility for mitigation of botnet attacks rests not only with formal authorities but also with manufacturers, service providers, and even individual citizens.

But these different players have different responsibilities to many different parties, which may come into conflict with one another. For example, ISPs have an opportunity to take preventive measures; in addition, they can be instrumental in blocking and/or tracing the sources of botnet attacks. They are also often in a good position to collect information about attackers and infected machines from a pragmatic point of view. However, it is not always clear how far ISPs can go, both legally and morally, in cooperating with public authorities – especially law enforcement – in the context of mitigation. Arguments in favor of greater ISP participation in botnet mitigation frequently emphasize their technical expertise and strategic role in managing the exchange of information among targets, compromised machines, malicious servers, and botherders. The speed with which ISPs can identify, halt, and divert attacks clearly far surpasses that of law‐enforcement remedies. In addition, ISPs arguably do share a responsibility to keep the internet safe, as they are interested in both securing their reputation before customers and protecting their networks from malicious interference. Yet, advocates of ISP involvement often overlook the fact that ISPs – although they are ideally positioned to preempt, respond, and thwart botnet attacks – may lack the legitimacy to make pivotal decisions about cybercrime offenses. First, there is a prominent and ongoing debate about the legitimate role ISPs can play in delivering cybersecurity. Traditionally, matters of public security – such as guaranteeing the security and integrity of information systems and their users – are solely the task of the state; it is for public institutions and delegated agencies to define cybersecurity and crime‐fighting policies. Shifting social expectations of cybersecurity, at least partly, to the hands of ISPs, does create a risk of democratic deficit: ISPs are not bound by the high standards of transparency and accountability to which public agents are subject. Ultimately, transferring the task of cybersecurity from the public to the private sector, without the safeguard of public accountability, may compromise the state's role as the primary guarantor of the rule of law. Second, increasing ISP involvement in cybersecurity may result in higher risks to information privacy. Without a proper system of accountability recalibrated to respond to the significance of ISP intervention in cybersecurity, there is a risk that information that would otherwise be collected through law‐enforcement procedures – which, in general, are subject to judicial oversight and other checks and balances to minimize the impact of privacy interferences – would be amassed under lower thresholds. The absence of societal and institutional control over the collection, analysis, and distribution of information relevant to botnet mitigation – which often involves examining large sets of data pertaining to the personal identity, online behavior, and location of users – could culminate in serious privacy violations. Altogether, intensifying the participation of ISPs in botnet mitigation would necessitate revisiting the rules applicable to service providers online. This option would have to lead to higher thresholds of accountability and transparency regarding how ISPs process information, and clear liability rules implicating ISPs for potential misuse of this newly invested power.

As a result of the unresolved regulatory debate concerning the responsibilities of ISPs in cybersecurity, the types of action that ISPs can legally take are still limited. Attempts to formalize an increased role for ISPs remain limited to changing their Terms of Use to broaden the scope of the actions they can take. Such considerations are also applicable to other players involved in the spread or prevention of botnets, including cloud computing providers, software developers, hardware manufacturers, and search engines.

States can resume an authoritative position in cybersecurity by taking and stimulating both preventive and reactive measures. Preventive measures include providing more incentives for organizations to patch known vulnerabilities, ensuring greater control over the use of zero‐day vulnerabilities (hotly debated in Dutch public policy in the context of police hacking)56 and stimulating information sharing concerning intelligence data on botnets. Reactive measures include, for instance, redirecting compromised devices to safe servers and patching vulnerabilities. It is now understood that the spread of Mirai was largely due to precarious security choices made at the manufacturing level, including the use of default usernames and passwords to protect the stream of devices placed on the market.57 Once the credential vulnerabilities were discovered by cybercriminals, brute‐forcing the predictable range of hardcoded keys was an easy way to acquire control over a massive number of IoT devices. Although fixing the exploit should have been as simple as alerting users about the need to reset the default passwords and usernames, the fact that the system credentials were hardcoded into the devices made it possible for criminals to access the system panels through additional communication channels even after the reset.58 The Mirai case exemplifies the need to internalize security from inception to manufacturing (security‐by‐design), but also the failure of states to ensure that basic cybersecurity standards are respected throughout the industry. Because citizens are generally unaware of the fact that they (or more precisely, their devices) are instrumental to such attacks, states can also increase awareness through public information and education programs on the importance of personal device security.



7.6 Conclusion

Cybersecurity governance refers to various approaches used by stakeholders to identify, frame, and coordinate both proactive and reactive responses to threats to the technical and social layers of information infrastructures. Over the past few years, political actors at the national level – including federal agencies, police authorities, and key interest groups – have produced policy documents that highlight the need to protect information infrastructures; increasingly, these documents also specify what constitutes a given infrastructure, the nature of possible threats to that infrastructure, and the social sectors that will feel the effects of those threats. At the same time, such documents reveal the high degree of polycentric governance within and between countries, which can lead to confusion regarding who is responsible in the case of a major incident. Increasingly, states seem to recognize that the nature of the problem is so large that it is insufficient to designate one lead agency to manage it. In many countries, various parties are even being encouraged to develop their own CERTs (in addition to those already established at the national level).

Given the increasing multitude of players interacting in the cybersecurity landscape, cooperation and coordination are necessary to prevent threats to this infrastructure and its component parts, as well as to deal with incidents when they occur. The cross‐border efforts to take down large‐scale botnets, led by the FBI and Europol, exemplify the ways in which law enforcement and private‐sector parties are engaged in combatting ubiquitous cybercrime. In the field of cybercrime, the actions of J‐CAT have become the new rule – and the model through which transnational criminal justice is pursued against cybercrime. Cybersecurity governance includes not only short‐term and concrete approaches to address known threats but also the development and implementation of structures and processes to reduce uncertainty and enable responses to threats from unanticipated events over the longer term. Botnet mitigation efforts show the contours of such cybersecurity governance in practice, demonstrating that polycentric governance can work effectively if some (typically supranational or based around a key nation) actors take up responsibility for coordinating efforts, and if basic legislative frameworks are in place to facilitate international cooperation. Nevertheless, botnet mitigation efforts until now have often been more reactive than proactive, and focused on the short term rather than the long term, suggesting that risk governance is a daunting task far easier conceptualized than enacted.
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8.1 Introduction

Cybersecurity is difficult. Adversaries are constantly evolving as technology enables attacks in ways never considered by the earliest pioneers in computing and internet security. The horizontal spread of connectivity creates unanticipated challenges for security professionals. In attempting to mitigate these fundamental insecurities and overcome adaptive adversaries, practitioners have spent several decades building and refining best practices for the configuration and maintenance of networked information systems. Codifying these architectural and behavioral practices as standards can help manage the risk of an attacker's success and ensure individuals and firms are taking minimum steps to protect themselves. However, enforcing these standards remains a critical challenge in public policy.

From a practical standpoint, cyber insurance has largely been limited to covering the cost of responding to a breach and the financial liability of corporate officers. This means that, while there has not yet been a billion‐dollar event, or anything of comparable financial consequence to a company, the current array of cyber insurance offerings will do little to cover the principal harm when one does inevitably take place.

While true, this is a narrow perspective on what cyber insurance is doing (and might be capable of doing) to set and enforce security standards in the private sector without the need for direct regulation. When a network of companies begin to demand their partners and vendors obtain cyber insurance, insurers end up occupying a powerful market position as they can influence the security standards their customers select and implement. This chapter examines the recent growth of the cyber insurance marketplace and argues that this market, primarily in the United States, has developed features of a governance process with enforcement power over security standards.

In 2013, the retail giant Target experienced a substantial loss of customer data. Malicious software, infecting registers in stores around the country, had spent the holiday shopping season silently vacuuming up credit card information from millions of customers. Attackers gained access to Target's network through a weakness discovered in a third‐party vendor: a company that helped regulate the temperature and environmental controls at outlets in the Midwest had been hacked. The breach was a national event, with banks replacing tens of millions of credit cards to contain ever‐worsening incidence of fraud and theft.1 Target's senior leadership was hauled before Congress and major retailers were put under the public microscope. In the years since the breach was first made public, Target has accounted for nearly $300 million in losses related to the theft of this customer data.2

However, more than $90 million of Target's losses were offset by insurance payouts to cover the costs of notifying consumers and ongoing litigation. Insurers have also been central in driving new risk‐management practices at the company. Since the late 1990s, when cyber insurance policies were first offered to cover the regulatory costs of data breaches, insurers have offered companies a means to protect themselves from the financial liability associated with cybersecurity incidents.

Insurance describes an industry of firms that assume the risk of harmful events and their associated financial liability from customers for a fee.3 Cyber insurance is a collection of firms that provide coverage against some of the consequences from cyber incidents, mostly data breaches. Growth in the cyber insurance industry spiked dramatically in 2012; alongside new and increasingly clever coverage offerings, insurers began to set and enforce security standards on their clients as a means of reducing the risk of an incident and resulting claims. The growth in this standard‐setting role is still ongoing, as demonstrated by new research in 2017.4 The design and implementation of these standards is a form of private governance, with an unusual market‐based enforcement mechanism. Enforcing effective security standards requires insurers to design controls and policies that offer insight of sufficient depth and breadth across different clients to identify best practices and mitigate risk. Insurance firms also need to distinguish the risk profiles of different firms to manage their assumed liability and maintain financial solvency. Insurers can play “a key role in creating standardized cyber risk‐management processes.”5 Grappling with this governance role first requires an understanding of the origins of cyber insurance.




8.2 Where Did Cyber Insurance Come From?

Cyber insurance has been touted for its ability to help identify and enforce effective security standards while simultaneously allowing firms to offload liability for major attacks.6 As the sophistication of threat groups has increased along with the quickening drumbeat of security incidents, the security community has looked to improve and innovate in risk management.7 As a result, insurance has become a prolific target of investment and, especially after 2012, has begun to exercise a governance role in enforcing security controls on clients.8

Insurers offering cybersecurity products provide a means to help firms select effective security controls, improve risk‐assessment practices, and limit the potential financial liability of an attack by transferring some risk.9 A 2013 study found that after purchasing an insurance product, firm’s security posture improved, with companies relying on insurers to select controls and risk‐management policies in more than 75% of situations.10 In some cases, insurance firms may be equipped to actively monitor their clients and warn of breaches if the standards and enforcement process they have put in place allow for it. In 2014, Liberty Mutual detected attackers on a client's network and was able to notify the client in advance of a breach.11

Initial consideration for losses related to information technology (IT) and related organizational failure emerged in the mid to late 1980s,12 but the first coherent insurance policy for cybersecurity was not offered until American Insurance Group (AIG) released its policy in 1997.13 Early products focused on failures in computer security. Policies for third‐party liability served to compensate victims if, for example, a hacker breached a healthcare company's customer records. Business interruption coverage would pay out to cover losses related to attacks that caused system downtime, such as those in an e‐commerce site's ordering system.14 As the market evolved, demand for data loss coverage, protection for physical (in addition to digital) information loss, and protection for privacy liability drove innovation in new products and brought more insurers into the market.15

The insurance market for cybersecurity products grew slowly and sporadically from 1997 to 2003, but as companies began to integrate information systems more fully into their business, new incidents resulted in further insurance innovation. Denial of service attacks, which are used to knock firms' systems off‐line or off the internet, were combined with ransom demands to extort hefty fees before companies could get back online. Insurers moved to cover the losses from these attacks as well as costs associated with remediating the damage.16 The next inflection point in industry size occurred with increasing demand for data‐breach coverage, which resulted from a spate of state legislatures passing data‐breach notification laws. Starting with California's enactment of SB1386 in 2003, companies that stored digital information were required to notify customers if they detected or suspected a breach.17 Coverage for these breaches became more popular, with firms looking to cover the expenses of required investigations and notification programs as well as fines related to failure to secure systems through regulatory programs like the Health Insurance Portability and Accountability Act (HIPAA).18 This period of market change was more substantial than early years but remained unspectacular, with less than $900 million in total premiums written.


8.2.1 Understanding Insurance

What goes into an insurance policy can help shed light on how these contracts can be used to govern the behavior of the insured. Insurance works by transferring risks posed to a company's assets and business operations over to a third party.19 Cybersecurity risk is not a new field; indeed, natural disasters and business failure have threatened IT since the first mainframe came online more than a half century ago. The new element is the pace of evolution in the capability of threat groups and in the potential consequences of their attacks.

Transferring risk shifts the financial liability of a data breach, loss of data integrity, or other incident away from the victim firm to an insurer. This transfer can relieve companies of the burden of a costly event, leveraging the financial resources of a pool of other potential victims, mediated by the insurer, to cover the consequences. For the insurer, revenue from premiums charged to clients serves as investment capital until it must be paid out to satisfy a claim, providing a short‐term material benefit.



8.2.2 Risk Pool

Selecting insurance clients and determining the scope of their coverage requires understanding the nature of risk for each applying firm. The goal is to construct a pool of clients whose collective contribution is equal to or greater than the probable cost of payouts for claims. The members of this pool should all be conscious of their risk and interested, if not actively working, to control it. The risk pool functions, in part, because although no one party can be sure if they will need to submit a claim, most will not – thereby providing both financially viable coverage to the few claimants and an incentivizing profit to the insurer. The fees associated with insurance, paid by each member of the pool according to their assessed risk, are premiums.



8.2.3 Premiums

For an insurer, the risk of any one client experiencing an incident resulting in a claim is spread among this pool of customers, each contributing financial resources in the form of a premium. This can be a flat fee common to all or a rate calculated on the assessed likely cost of all potential claims (based on the frequency and severity) in a given year. This latter approach allows firms to adjust premiums based on the risk profile and potential loss exposure associated with each individual customer – a more computationally intensive but financially efficient approach.



8.2.4 Insurer

Central to this process is the insurance firm, which is responsible for controlling membership in the risk pool, calculating equitable premiums, and ensuring the financial solvency necessary to respond to claims. Managing the total risk of the pool becomes an ongoing challenge, as the insurer can choose to set standards for members to mitigate their risk, add or drop clients to shift the firm's overall risk, or further transfer the risk through reinsurance and other financial vehicles. Underlying this decision‐making process is an assessment of the risk of individual clients as well as the risk associated with the insurer's total portfolio.



8.2.5 Insurable Risk

Insurable risks, i.e. risks that can be efficiently transferred, generally impact only an individual or small set of firms. These particular risks are distinct from fundamental risks, in which all or a large portion of a population may be affected. Fundamental risks are problematic for insurers because they are likely to reduce the member‐to‐claimant ratio of a risk pool past the point of financial solvency. Insurance firms may prefer to select customers with varying sources of particular risk to help diversify their portfolio, or they may prefer customers with relatively common sources in order to minimize the computational overhead associated with assessing and managing a substantially heterogeneous risk pool. Regardless of pool composition, however, customers should represent a tolerably low probability of loss; otherwise, they undermine the financial viability of any insurance product.

Cybersecurity represents a mix of particular and fundamental risk. Certain technologies for credit card and contactless payment systems, as well as software like Adobe Reader, are found in a wide swath of companies that could be targeted; thus, they represent fundamental risk.20 However, the peripheral systems that employ these technologies, the pattern of their business operations, and the security focus of the responsible companies will differ, thus translating the consequences of these widely adopted technologies into particular risk. The particular risk posed by a mutual fund's default, for example, depends on the vulnerability of different investors; some may have investments diversified among sufficiently different areas as to be protected from major loss. Fundamental risk poses the same hazard to a large segment of an insurance firm's customer base, such that the variation in their individual vulnerability is less important than the nature of the catastrophe itself. Hurricanes and other substantially destructive natural events such as floods generally fall into this category. Cybersecurity is thus a mix of particular and fundamental risk, with much of the latter stemming from nonnetworked events such as power failures or physical attacks.21

Another challenge is the role of systemic risk that approximates to a series of linked particular risks.22 A company that depends on the computerized logistics system of a port facility is thus linked in some fashion to this system's security. Taken at scale, with dependencies reaching across continents and industry verticals, this systemic risk may be uninsurable. Critical to the analysis of such a scenario, however, is assessing the realistic interdependency of systems that may be linked but are otherwise independent. There are many internet‐connected or internet‐enabled services which could potentially communicate with each other – thus allowing the spread of contagion – but do not explicitly rely on each other's functions.

Returning to the port example, there is a difference between our notional company's dependence on the port's logistics system and its use of area Wi‐Fi networks and automated cargo handlers. The logistics system may be critical, but wireless networks can be supplemented and cargo handled by human‐operated equipment. A key mistake in considering systemic risk is assuming that all interconnected systems are equally vulnerable or similarly interdependent. Accurately assessing a potential chain of consequences is key to understanding where systemic risk threatens to be uninsurable.

Looking at harms generally, the cyber insurance industry has thus far demonstrated little confidence in valuing direct losses from a breach like stolen proprietary information, consumer confidence, or reputation with business partners. These first‐party harms continue to evolve in form: consider, for example, the difference between the reputational harms of the Home Depot breach and Sony's loss of thousands of computers from a data wiping attack. Adding to this uncertainty over harms, recent research suggests that the typical cost of a cyber incident is much lower than conventionally assumed, less than $200 000.23 Without a clear expectation of when and how events will generate cost to the insurer, firms are left to either engage a financially untenable amount of uncertainty or choose to offer only limited products. The result is risk management through carefully specified coverage provisions.



8.2.6 Comparisons to Terrorism

Insurance products that cover loss related to terrorist activity face a somewhat similar problem to those that cover cybersecurity events. There is limited useful historical data, and threat actors select targets based in part on their vulnerability to attack. Actions to mitigate risk in one part of a portfolio thus may increase risk elsewhere. There is also an information advantage for the state, whose intelligence or law‐enforcement arms may be cognizant of a threat but unable or unwilling to pass the information on to insurers and potential victims. Insurance for terrorism has grappled with these challenges repeatedly after major incidents, but the attacks in New York, Pennsylvania, and Washington, DC in 2001 are particularly instructive.24

Initially after the attacks, coverage terms shrank and limits were imposed on catastrophic loss to deal with the uncertainty around the potential for new and even more destructive incidents. By 2003, however, the insurance market began to adapt and expand products again to meet the demands of customers.25 Much of this improvement can be traced to better catastrophe modeling techniques and the beginning of analysis of adversary groups' intentions and capabilities. Insurers understood that the range of potential consequences was determined, in part, by the types of attacks being launched and the capabilities of threat groups.26 Existing methodologies offered a chance to forecast the behavior of threat organizations and suggest high and low probability targets, allowing more careful management of risk pools.

This resurgence in the market was likely also due to state intervention, which helped put a safety net under the market for primary and secondary insurance (also called reinsurance). The Terrorism Risk Insurance Act (TRIA) made the US government a reinsurer of last resort for firms, creating a financial entity that could help bear the burden of consequences from a catastrophic attack like those in 2001.27

While some have compared TRIA to cybersecurity, its applicability is limited.28 A similar law could provide a liability backstop for firms in order to encourage new policies, but it may also reinforce the belief that cybersecurity incidents are low‐probability, high‐consequence (LPHC), and encourage the expectation that failure can be prevented, rather than made less frequent and more recoverable. A TRIA‐like law for cybersecurity would also do nothing to impact the standards selection or risk‐assessment process. Identifying and enforcing these standards is critical to governance.




8.3 Security Standards in the Governance Process

The role of risk is central to explaining the emergence of cyber insurance as a form of private governance. Organizations designing a security posture take into account the likely threats to their assets, vulnerabilities to particular tactics and modes of failure, and the potential consequences of a successful attack. Weighing each of these elements against an established tolerance for risk helps drive choices about security controls and investment – what tools to buy and where to focus efforts. Among the outputs of these risk‐mitigation decisions are security controls: behaviors, practices, and technology used to improve an organization's security.

The explosion in cyber insurance after 2012, which more than doubled annual measures of total coverage to more than $2 billion by 2014, has occurred alongside growth in the capabilities of attackers as well as the resulting uncertainty over their likely targets and potential to wreak havoc.29 As a result, firms have taken advantage of insurance as a means to (i) set and enforce effective security controls and also to (ii) transfer their risk and reduce the potential financial liability for attacks. A key question for governance of these standards is their source.


8.3.1 Government‐Developed Standards

The content of standards in use by insurers varies, as there are multiple public and private schemes available. US efforts to set standards can be broken into three clusters: critical infrastructure protection (CIP), private industry regulation, and federal IT. CIP efforts have focused on a largely private‐owned array of industrial functions and facilities, the loss of which would be acutely felt by the country. These compromise the early history of standard setting, with the initial push beginning in 1996, and have long existed in a state of heightened importance (owing to their “criticality”).

Regulation of private cybersecurity behavior in the United States is generally focused on specific industries with enforcement mechanisms focused on things like healthcare or financial information. These industries have a history of receiving exceptional treatment by regulatory authorities and lawmakers. The focus on these industries is also a byproduct of a continuing stream of breaches, which have concentrated in these industries and in retail.

The third cluster of state standard setting in cybersecurity came through executive and legislative behavior targeting the federal government's own IT infrastructure. Some of these approaches have impacted the private sector, especially the National Institute of Standards and Technology (NIST) special publications. Across the board, however, few of these standards come paired with risk assessment and management programs of comparable quality. Each of these categories encapsulates a different common theme in the history of US public sector governance behavior: the absence of strong enforcement mechanisms and risk assessment and management programs without highly specific detail. This history of federal cybersecurity standard‐setting stretches back 20 years, to midway through the Clinton administration, when the protection of critical infrastructure first rose into the national policy spotlight. Until the NIST controls emerged in the mid‐2000s, and in some instances afterwards, state approaches focused on functional requirements. They shied away from specifying the exact nature of the security tool or procedure, in favor of a rule that organizations do something to achieve a particular end such as secure internet communications.

Few of the standards programs came with compliance mechanisms attached in their original form, and even where they did apply to the private sector, as with security provisions of the HIPAA, the regulatory body responsible was often reluctant to strictly audit and penalize nonperforming firms. Predominantly, where state standards are applied to private organizations, they have been limited to specific industries and enforced narrowly. This trend away from direct enforcement by government has begun to change with passage of the HITECH Act, modifying HIPAA, and specifying the application of the Security Rule to business entities beyond hospitals.

Private sector standards do not come with the weight of the law, but have been developed along multistakeholder and for‐profit lines. These present a more limited range of coverage, without any attempt at enforcement, but more comprehensive detail.



8.3.2 Private Sector Standards

Private‐sector security standards tend to focus on business IT and the larger risk‐management process. In discussions with industry executives, two schemes take particular precedence: the International Organization for Standardization (ISO) 27000 series30 and ISACA's Control Objectives for Information and Related Technology (COBiT).31 ISO 27000 are a set of guiding documents developed for business organizations to manage the acquisition and management of IT systems, focusing on their security. The series includes lists of detailed controls and a bevy of material on how to develop and implement both risk assessment and management programs without specifying particular procedures. The ISO series leaves much of the substantive content up to organizations and their unique requirements and risk tolerance. For more on this, look to a comparative analysis of the ISO 27000 series with several government developed approaches.32

COBiT was developed by an industry consortium beginning in 1996 to identify reliability and security standards for IT systems and networks in prototypical business organizations.33 Complimenting specific controls are documentation guides to both risk assessment and the process of selecting controls. There is tremendous emphasis on stakeholder identification and engagement within business organizations. For this schema, security is important but tied to larger IT goals rather than a detailed assessment of the threat environment or potential consequences.

The advantage of these frameworks tended to be inclusion of both detailed standards and more developed risk assessment and management programs. One of the principal drivers for their development was growing need for effective risk mitigation technique within the private sector and the associated controls. Missing from these approaches, however, was a strong enforcement mechanism. Indeed, neither public nor private standard setting efforts involved broad compliance measures until the insurance industry began to see growth associated with cyber policies – and opportunity to profit from leading governance.





8.4 The Key Role of Risk

The shift toward risk transfer as a more common feature in risk‐management programs is a result of both the upward trends in consequence and threat group sophistication. Risk transfer can be accomplished a variety of ways, including catastrophe bonds and liability protections, but the most common form is insurance. The push for risk transfer by firms is also the result of efforts to make cybersecurity a prominent part of company managements' decision‐making process, including the 2011 Securities and Exchange Commission (SEC) guidance outlining changes to voluntary disclosure of security controls and reporting of cybersecurity risks and incidents for public firms.34 For example, the emergence of the Chief Information Security Officer (CISO) has brought these topics into the boardroom and helped drive awareness of both the practical and the financial impact of cybersecurity incidents.35

Risk transfer does not directly alter the security posture of a firm, but can help it target security investments more efficiently and improve financial health. These trends did not give birth to the cybersecurity industry. Rather, they accelerated its growth tremendously and helped provide the basis for insurers' emergence as agents of private governance.

The potential for serious financial consequences from a data breach or other incident has increased markedly in the past half‐decade, along with continued growth in the capability of threat groups.36 Both trends have been major reasons for the substantial increase in coverage and attendant growth in the cybersecurity industry in recent years. A survey conducted in 2013 by the Insurance Information Institute found that 71% of respondents in US firms indicated that “their perception of the risks of cybercrime increased over the past 24 months.”37 The costs associated with attacks continued to rise, with one analysis finding a 22% increase for the average incident's related expenses between 2014 and 2015.38 This growth in the industry tracked increases in the number of cybersecurity incidents as well, jumping from 421 in 201139 to 783 in 2014 across all private industry verticals.40 These trends together drove a major spike in growth of the cyber insurance market.

Two of the principal reasons found for companies' purchase of insurance in the past several years are board‐mandated reputation protection and “mitigating potential revenue loss from cyber‐induced interruption of operations.”41 A 2015 report from Moody's, a credit rating agency and example coordination service firm, found that due to the evolving nature of cybersecurity risk and potential loss, “boards have become particularly focused on making sure corporations have adequate systems and controls in place to safeguard their own data and that of their customers.”42 Insurers are aware of the material benefits associated with offering coverage; firms generally receive $25 000 for every $1 million in coverage written but can charge a premium of two to three times more than normal for hard‐hit areas like retail and healthcare.43 This expanding marketplace of underwriters also drives increased competition, so new offerings by long‐time participants in this market – such as AIG, Zurich, and the Lloyds consortium – provide a means to lock in benefits against newcomers.

However, the critical policy nudge for insurers came with a voluntary 2011 guidance from the Division of Corporation Finance at the U.S. Securities and Exchange Commission (SEC). Guidance from the SEC, which has a reputation post‐Sarbanes Oxley as a regulator to which senior executives and boards must pay attention, spurred action by firms. The guidance outlined how companies should assess and disclose cybersecurity risks in public filings (such as quarterly and annual statements), and to disclose cybersecurity incidents (that would rise to the level of “materiality”).44 One of the specific elements of disclosing this cyber risk was describing any relevant cyber insurance coverage. The guidance, together with evolving security standards of vendors, drove investors and other companies' expectation that firms should control cybersecurity risk as a component of overall risk management and normal fiduciary obligation, reporting the impact of cybersecurity incidents as a factor in the company's material well‐being.

The 2011 SEC guidance offered specific recommendations to corporate management on what could be used to describe their cyber risk profile and history to other firms. The result was to help translate cyber risk into financial terms and demonstrate the impact of preemptive (as well as post‐event) behavior on a company's financial health. Connecting cybersecurity risk and firm's financial health addressed, but did not solve, the problem of how to price security measures, making costs like cyber insurance more attractive and accessible.



8.5 Enforcing Standards: Insurance Becomes Governance

Governance involves setting and enforcing standards. Cyber insurance emerged as a governance process in 2012 when insurers began to set security standards for clients. This emergence is not an accident, but rather a product of newly aligned interest between firms demanding security governance and the insurers charged to provide it. The lynchpin of the cyber insurance market is that it enables insurers to enforce security standards as well as obtain financial benefit from these activities. Enforcement and profit are tied together: insurers benefit financially when customers continue to pay premiums without experiencing an incident they can claim under their policy. As the market for these insurance products expands, so too does the potential customer base. With this broadening customer pool comes a higher likelihood of some covered event (like a data breach), so insurers must also increase their ability to assess and manage risk. A chief means of lowering the risk of an incident is enforcing good security standards on customers, so enforcement becomes critical to insurer's attempts to limit the potential for attacks and their resulting cost.

The structure of this enforcement mechanism for cybersecurity standards is the larger marketplace, as other companies help insurers drive compliance with security standards by insurance customers. Understanding this market is crucial to understanding both the process of enforcement as well as the key argument underpinning private advance; firms will participate in governance where they can derive direct material benefit from doing so.


8.5.1 Model of Modern Market Governance

Insurers are a type of coordination service firm. The role of coordination service firms is to act as part of a larger market to solve information problems and reinforce best practices within an industry. Insurance underwriters evaluate the risk profile of clients using a set of criteria; the criteria are also communicated to firms and can serve as parameters for behavior. While the interests of these firms are material benefit, the premiums that insurers derive from offering coverage, another result is the provision of standards and a market‐based enforcement mechanism.

Credit rating agencies are a prominent example of the coordination service firms. Seeing themselves as “quasi‐regulatory institutions,” credit rating agencies provide a good explanation for the emergence of private authority as a result of the potential for material benefit and capacity to develop effective technical standards.45 Rising to prominence out of the financial disintermediation of the 1970s and 1980s – when capital began to flow around, rather than primarily through, commercial banks – credit rating agencies enable market participants to judge the risk of new financial issues and their offering firms.46

The rating firms receive funding from a combination of fees paid by assessed companies and, more recently, from the sale of new financial products like bonds.47 Their financial incentives to provide ratings are driven in part by the size and scope of the market, paid by banks as they issue new financial products, and through fees for the use of their information. This coordination role, structuring some uncertainty and quantifying risk, increases efficiency by reducing the information‐gathering and ‐processing load by market participants as well as counteracting the natural asymmetry between sources of capital and those clamoring for it.

Credit rating agencies serve to “narrow the expectations of creditor and debtors to a certain well‐understood or transparent set that is shared among themselves.”48 This coordination generally falls across two areas: information, standardizing behavior for disclosure of information and management practices; and risk, creating a means to evaluate and judge the mechanisms that firms have in place to avoid or cope with loss. The agencies' judgments and associated information impact the behavior of market actors even though the agencies are private authorities. Risk assessors play a standard‐setting and, through the behavior of their subscribers, enforcement role. This structural power has “both material and normative aspects, creating ‘patterns of incentives and constraints’ which condition the behavior” of those being evaluated and investors who depend on the judgments of risk.49 The complexity of credit, or cyber, risk is where these coordination service firms provide value; they usefully provide firms with abstracted or simplified information about the content and value of risk.

Rating agencies provide this private governance even though they are not backed by public institutions, and claim not to persuade but only to offer judgment on the risk of new financial instruments and the underlying creditworthiness of the offering firms. Moody's, one of the two largest such agencies alongside Standard & Poor's, offers a boilerplate disclaimer that their ratings “are, and must be construed solely as, statements of opinion and not statements of fact or recommendations to purchase, sell, or hold any securities.”50 While not constituted by state action, agencies do benefit from the shadow of the state's hierarchy. The SEC lists national recognized statistical rating agencies (NRSROs); although there are no clear standards for selecting these organizations, and no formal requirement for use of their information, firms both soliciting and investing capital are hard pressed to operate effectively outside of their scope.51

Through these analyses and judgments of risk, the agencies create standards of behavior, enforced by the larger market of investors who respond to ratings by their allocation of capital. This, in turn, creates a private governance mechanism that increases the efficiency of capital markets by translating uncertainty into more structured risk assessments. Critically, the evaluation of these financial issues and the offering parties does not remove risk; rather, it provides information to which investors (who have a range of risk tolerances and capital resource levels) can then respond.

The rating agencies' behavior shapes the market for investment capital, in turn influencing not only the actions but also the internal organization of recipient firms. Like insurance firms, credit rating agencies are part of a larger governance structure and derive a great deal of legitimacy from both historical precedent and perceptions of their expertise (rather than being solely determined by market position or function). They act to reduce uncertainty between parties transacting with one another. To be fair to history, neither these transacting parties nor the rating agencies themselves, assess risk perfectly (or even well) at times.52 The rating agencies are demonstrative of a centralized risk‐management function and the role of an information intermediary, much like insurance agencies.



8.5.2 Cyber Insurance: Governing Risk Through Standard Setting and Enforcement

Managing risk requires identifying and enforcing security standards. These standards are the codified lists of potential tools, best practices, and protocols that organizations use to standardize behavior. Their immediate role is to provide a structured language to evaluate the development of plans and acquisition of tools to provide security, but more significantly, they represent a means to control risk by identifying sources of insecurity and minimizing them. The development of security controls and their integration into a risk assessment and management process is a story of governance, where standards are designed and enforced to shape organizational behavior.

Finding and standardizing best practices allows insurance firms to play a central role in encouraging adoption of new security standards and behaviors.53 In cybersecurity, rapid technological change has been accompanied by a slower expansion of organizational best practices. Selecting terms and limits of coverage involves the insurers' assessment of the likely frequency and severity of potential costly events to their customers. This ensures that insurers retain a profitable mix of risk types and can price their products accordingly.

The key to the cyber insurance market is that it both enables enforcement and drives profit for the insurers. These issues, enforcement and deriving material benefit from standards, are closely linked. Insurers profit from premiums charged on coverage, and so the wider the market for their products, the broader the pool of paying customers. This also expands the potential set of targets to whom attacks would require the insurer to pay out on its coverage. So, enforcement is also critical to an insurer's attempts to limit the potential for these incidents and their cost. Where enforcement is weak or narrow, the utility for insurance is reduced compared to a broader market where vendors and investors might demand it as part of cybersecurity risk‐management plans.

Cybersecurity insurance blossomed into a private governance mechanism after a major spike in growth starting in 2012. This was due in part to a change in the landscape of business risk, and also to the evolving capabilities of attackers.54 Figure 8.1 shows the spike after 2012 in gross premiums written, essentially total revenue to insurers. The period between 2012 and 2015 saw an increase of nearly 300%. In 2011, the SEC issued a guidance document outlining the manner in which companies should communicate cybersecurity risk to investors and outside parties: “cybersecurity risk disclosure … must adequately describe the nature of the material risks and specify how each risk affects the registrant.”55 While not a binding regulatory output, the guidance frames the reporting requirements for risk and cybersecurity events as they relate to the financial health or structure of a firm. Since 2012, total premiums from coverage jumped from $835 million to $2 billion in 2014 and an estimated $4 billion in 2017.56 More than 90% of underwriters saw growth in demand between 2012 and 2014, especially from the retail sector.57



[image: Bar graph of gross premiums in cyber insurance industry from 2008 to 2017. The distribution is skewed to the left.]
Figure 8.1 Gross premiums in cyber insurance industry. All values (except 2012) derived from the “Betterley Report – Cyber/Privacy Insurance Market Study” series. 2012 sourced from https://www.irmi.com/products/betterley‐report‐cyber‐privacy‐insurance


This expansion provided the basis for a market with participants willing to encourage standards adoption and sufficient material benefit for insurers to invest the time and expertise necessary to provide best practices and security controls to their clients. Critically, the expansion of the market also made risk transfer a legitimate option for small‐ and medium‐sized firms. This moved insurance from the category of potential to a standard investment even for firms without massive valuation or global scope. Lastly, this rapid growth in the insurance market helped drive the consensus of legitimacy around insurers' standards, as the policies became standard fixtures in corporate cybersecurity planning. These factors established the basis for a now multi‐billion‐dollar market to drive adoption of the standards by targeted firms, legitimation of the standard providers, and continuing material incentives for the demand, provision, and enforcement of standards.




8.6 Conclusion and Implications

There was a time when cybersecurity standards were more akin to environmental regulations: self‐governance enabled companies to keep costs low and maintain a delightful ignorance of IT mechanics or the types of threats that might be arrayed against them. Attacks, especially when they affected customers, could be treated as an externality. Cybersecurity is a prominent issue now, not just because of newfound awareness of the sorts of consequences that can be imposed by an incident but also because of increasing sensitivity to the connection between events affecting customer's data, firm's proprietary information, and the material value of these companies. The cyber insurance industry has developed into a form of private governance over the security standards used to control risk. This emergence is best explained as private advance, the activity of insurance firms looking to reap benefits from new markets and lock in their dominant market position. The ability to recognize these benefits was critically enabled by state action in the form of the NIST security controls and 2011 SEC guidance, undermining the logic of a state retreat.

The centrality of risk to the emergence of cyber insurance as a mechanism of private governance rests on an extended history of fundamentally insecure computing architectures and the adaptability of threat groups. Security standards establish practices and policies to help control this risk. Growing uncertainty around the consequences of attacks provides an incentive for the private sector to find new means to manage risk and has motivated substantial growth in the use of insurance. Like credit rating agencies, insurers provide risk assessments to structure uncertainty and identify controls to reduce it. Leaning on participants in this market to legitimate and enforce these standards, insurers occupy an unusual position within the panoply of public‐ and private‐sector groups dealing with cybersecurity.

The policy implications for governments center on the state's willingness to craft neutral standards. Government standards bodies retain a high degree of legitimacy in the private sector, as their codification efforts have provided robust starting points for the design and implementation of security controls. This codification effort have continued with discussions at the FDA around cybersecurity‐responsive development, production, and operating practices for medical device manufacturers. Continuing engagement with companies and nonprofit groups, as well as additional work to improve risk assessment practices, would be a boon to this effort and help reinforce best practices in both private‐ and public‐sector organizations.

Cyber insurance is a rapidly expanding market; insurer's ability to recognize trends across customers and spread best practices could serve to not only enforce but also identify new security standards. At present, the market acts as a form of private governance over existing security standards, a novel form of this governance in cybersecurity. This governance, which works to break down information asymmetries in the private sector and helps enforce security standards, could well serve as model for policymakers. The keys appear to be emphasizing lateral pressure from companies against their business partners and vendors (rather than direct regulation), and emphasizing the role of certain specialized companies, like insurance firms, to monetize standards enforcement. Policymakers may find cyber insurance a helpful model for private sector‐led security governance as they seek to rewire cybersecurity.
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9.1 Introduction

In late 2008, Microsoft discovered a vulnerability in Windows which could be exploited by computer worms, a highly contagious type of self‐replicating malware. While Microsoft promptly released an emergency patch, within months a sophisticated worm called Conficker spread rapidly around the world, drafting between 5 and 13 million machines into the “holy grail” of botnets.1 While estimates of the danger vary, a botnet of that size could have credibly threatened critical infrastructure2 (water treatment plants, emergency response systems, power plants, etc.) and possibly even the backbone of the internet itself. Despite this danger, world governments essentially did nothing to contain the worm. Luckily, a small group of security experts calling themselves The Cabal3 (later renamed the less sinister Conficker Working Group, CWG) understood the risk. They were largely able to prevent the creators of the worm from gaining control of the botnet, by working with the companies and organizations which manage over 100 Top Level Domains (TLDs) to preregister domains that Conficker's creators might use for command and control communications.

In this chapter, I will briefly describe the spread of Conficker and assess whether the CWG is a good model for future large‐scale malware mitigation efforts. Finding that model insufficient, I will explore an alternative framework for containing malware based on the philosophy and policy of public health. In this section, I will explore fundamental philosophical questions about what constitutes a matter of public concern and the proper role of government. While others have compared public health efforts to cybersecurity, this work has often focused on specific low‐level applications (e.g. nomenclature4 and network effects5). I will argue, however, that the philosophy and policy of public health is most useful as a way of thinking about the normative justification for – and the ethical limits on – governmental interventions in cybersecurity. Finally, I will apply this framework to Conficker and imagine what a public health‐inspired government response might have looked like.



9.2 The Conficker Infection

On 23 October 2008, during the eighth annual meeting of the International Botnet Task Force, Microsoft released an out‐of‐band emergency security patch. The patch fixed a Windows vulnerability that could allow malware to spread between unprotected machines without any user interaction.6 While releasing an emergency patch cast a spotlight on the vulnerability, Microsoft had already seen the flaw exploited in the wild. On 22 November a month after the patch's release, a new piece of highly contagious malware – the Conficker worm – was first detected. In response, Microsoft issued a security alert recommending that people immediately patch their systems.

For the most part, Conficker A (as it would come to be called) simply hid in a computer's background activity. When it was time to call home for instructions, however, the worm would contact 250 pseudorandomly generated domains spread out across 5 TLDs. Behind any of those domains, the creators of the worm could be waiting to issue commands. A few weeks later, a more sophisticated variant called Conficker B appeared; this variant could propagate via thumb drives, disable Windows Automatic Update, block certain DNS look‐ups, and call domains from eight TLDs.7 While these strategies were not new, it was unusual for so many features to be packed into a single piece of malware. More than one researcher described it as “elegant.”8 By the end of 2008, SRI International estimated that between 1 and 1.5 million computers were infected.9 Over the next five months, three additional versions of the worm would be introduced. At its peak in 2009, the Conficker botnet grew to between 5 and 13 million machines.10

While Microsoft's release of an emergency patch signaled that the vulnerability was particularly dangerous, in general, the cybersecurity community was slow to recognize the scope of the problem. While the worm was discussed with increased frequency on a number of cybersecurity e‐mail lists in late 2008,11 there was little organized activity within the private sector to control the spread of the worm until early 2009. Governments, meanwhile, were entirely absent from the discussion. The security firm Qualys estimated that two months after the emergency patch was released, 30% of computers running Windows remained unpatched.12

A small number of security experts, who would later call themselves the CWG, did notice that Conficker threatened the internet at large. Shortly after the worm's appearance, they began to study the worm and devise ways to control it. Early members of the all‐volunteer CWG, many of who knew each other from conferences and social media, included representatives of Microsoft, SRI International, and several companies that managed TLDs, as well as a number of independent security researchers and academics. Relatively quickly, they discovered that the domain names which could be used for command and control communications were not random. By running the domain name generation algorithm for a future date, the group could identify the domains that would be called and register the names themselves (often with personal credit cards) before the worm's creators could use them for passing the botnet instructions. When infected computers called these domains, the CWG redirected the traffic to designated sinkhole servers, which were then used to map the spread of the infection.

This strategy worked reasonably well until the introduction of the Conficker C variant in late February 2009. In reaction to the CWG's sinkholing project, the creators of Conficker C designed the new version to generate a list of 50 000 domains every day from among a list of 116 TLDs. Unlike in the past, this list included not only generic TLDs (e.g. .org and .biz) but over 100 country‐code TLDs (e.g. .cn and .fr). Each day an infected machine would attempt to contact 500 domains from this list of 50 000. In order for the sinkholing strategy to continue to work, the organizations and companies managing these TLDs would need to block 50 000 domain names a day, forever. In some countries this approach was of questionable legality, and in some cases domains were already owned and operated for legitimate purposes. Additionally, the strategy relied on the International Corporation for Assigned Names and Numbers (ICANN) agreeing to waive its fees for registering the domains – something that had never before been asked. Despite these difficulties, the CWG – now numbering hundreds of individuals – ultimately convinced the relevant stakeholders to cooperate by leveraging personal connections. This work went on with essentially no government involvement. One member of the working group would later sum up the US government's role as “zero involvement, zero activity, zero knowledge.”13

How much credit the CWG deserves for averting catastrophe is unclear. While the sinkholing effort generally succeeded at keeping the creators of the worm from taking control of the botnet (a few domains did slip through), later variants of the worm possessed the ability to transmit instructions via peer‐to‐peer connections. Even if the sinkholing project was perfect, the creators of Conficker could have circumvented the CWG's efforts by using this slower payload delivery system. Additionally, there was nothing to stop the creators from simply increasing the number of domains that needed to be blocked. Would the world community block 100 000 domains a day? What about 500 000? It may be that the pressure became too much, or the effort too costly, but whatever the reason, the creators of the Conficker botnet never implemented their master plan (if there was one to begin with).

Given this anticlimax, it is hard to gauge the success of the CWG's efforts. While most members of the group felt that the effort had been a success, they nonetheless recognized the flaws in their approach.14 It is worth taking a close look at what worked and what did not work to determine whether the CWG is a useful model for future control and remediation efforts.

The CWG's greatest successes were rallying an unprecedented degree of private‐sector collaboration, gaining cooperation from ICANN, and convincing the companies and organizations which managed 116 TLDs to block tens of thousands of domains a day. Despite at times conflicting incentives, the 20 private companies and roughly half dozen nonprofits which comprised the CWG were mostly able to work together effectively. CWG generally made decisions on information sharing and strategy by consensus, and typically decided as a group when to talk to the press. While some key members were accused of sharing information with other stakeholders or the press for selfish reasons,15 these instances were relatively rare and ultimately not fatal to the overall project. CWG members cited the informal organization and lack of hierarchy as major factors in keeping the group together. Additionally, the fact that many members knew each other via social media helped facilitate trust.16

In their “Lessons Learned” report, the leaders of the CWG listed the following as failures or downsides to their model: remediation efforts, communication with internet service providers (ISPs), collaboration and information sharing with the US government, public relations, lack of accountability, lack of a tasking authority, and balancing inclusion of stakeholders with efficiency.17 The last three entries on the list are perhaps the required cost of informal organization and reliance on social networks. In regards to government collaboration, members specifically mentioned US government representatives being willing to take information (including plagiarizing CWG slides) without providing any information or resources in return.

When thinking about the CWG as a model for future malware control efforts, the most important questions are: (i) how repeatable are the successes? and (ii) how fixable are the failures? First, I will consider the successes.

While the private‐sector collaboration was impressive, the fact that companies often have conflicting incentives means there is always the risk that a collaboration effort like the CWG will break down as underlying incentives shift. Additionally, the incentives that brought private companies together for Conficker may be slightly different and less persuasive in the case of other large‐scale malware threats, which nonetheless need attention (e.g. Mirai and WannaCry). One fundamental conflict is between security companies, which sell remediation tools, and Microsoft, which seeks to patch vulnerable machines before they become infected. Companies will also always have strong incentives to talk up their own efforts in the media. This caused tensions within the CWG, and surely would in future efforts as well.18 Additionally, there is no guarantee that TLDs would voluntarily and universally support future large‐scale domain registration.19 While the sinkholing strategy was mostly successful in the case of Conficker, several TLDs dragged their feet and balked at the initial ask.20 There remains no enforcement mechanism to ensure compliance. On the whole, while the CWG's successes were impressive and admirable within the context of this specific threat, it is unlikely that the same level of cooperation and collaboration can be counted on to control future threats. More dangerous threats may not be able to be contained by voluntary efforts, and less dangerous (or more highly targeted) threats may not sufficiently inspire broad collaboration.21

I am equally pessimistic that the failures of the CWG model can be easily fixed. Without a leadership structure, it is almost impossible to effectively and repeatedly assign tasks and hold people accountable. Likewise, without organizational permanence it is difficult to build better working relationships with ISPs and governments. While loose networks of technical experts may be great at solving complex engineering problems and will surely be needed to address future threats, they are ill‐suited to coordinating an ongoing international crisis response effort.

In the “Lessons Learned” report, several participants suggested that many of the CWG's structural flaws could be fixed with the addition of two to three full‐time administrative resources. Yet, this solution ignores the basic issue that states cannot leave the protection of critical infrastructure in the hands of volunteers. The ICANN postmortem specifically mentioned that a similar caliber of volunteer might not be available the next time around, and questioned the group's ability to potentially deal with two threats simultaneously.22 One member reinforced this concern, saying the only reason the Zeus malware spread so widely was that everyone was focused on Conficker.23 In Worm, Mark Bowden characterizes the members of the CWG as the X‐Men – outsiders who possess almost supernatural skills and swoop in to save the day. The problem with the X‐Men is that sometimes they save the planet and sometimes they start a civil war.

The alternative to relying on private sector and nonprofit volunteers is for governments and international institutions to take on a larger role in both ongoing malware mitigation efforts and crisis response. Rightly so, technologists have been skeptical of (or downright hostile to) government interference in the internet.24 Historically, government forays into cybersecurity matters have been heavy handed, poorly informed, and ethically dubious (e.g. Clipper Chip in the 1990s, cryptographic backdoors, and PRISM25). Even in cases where the goal seems sensible, such as government agencies improving information sharing, Elaine Sedenberg and Deirdre Mulligan have identified that cybersecurity policies often lack the technological details needed to be effective and the explicit ethical safeguards needed to protect individual rights.26

Despite these historical failures, governments have a political obligation to ensure that critical infrastructure is secure – which, due to the interconnected nature of the internet, likely also requires promoting cybersecurity more generally. One of the biggest impediments to greater government involvement in cybersecurity, however, is the lack of an overarching framework for justifying interventions and protecting individual rights. Today, the dominant framework is a security paradigm that emerged from the domains of military intelligence and criminal justice. This paradigm is adversarial rather than collaborative, has led to an international cyber arms race through the promotion of offensive cyber capabilities, and generally limits government involvement in civilian cybersecurity to the investigation of cybercrime. Preventative cybersecurity investments, meanwhile, are left to those who own the network and individual nodes. Private companies are responsible for private networks (including 90% of critical infrastructure27 and much of the internet), government agencies protect government networks, and individuals are responsible for their home networks. I am proposing public health as an alternative and more benevolent framework for promoting network security and robustness. While past research has explored specific, low‐level applications of a public health model,28 the real strength of the approach is as a problem‐framing tool to understand the normative justification for – and the ethical limits on – governmental interventions in cybersecurity.



9.3 A Public Health Alternative

A high‐level public health model is based on three principles: (i) public health focuses on populations, not individuals29; (ii) public health problems are shared, not merely overlapping30; and (iii) public health interventions are thoughtful about balancing efficacy with ethical concerns.31 Used together in the pursuit of promoting human wellbeing, these three principles help provide normative justification for government interventions, while ensuring that individual rights are protected. I will now look at each principle in more depth.


9.3.1 Populations, Not Individuals

The first aspect of the public health model is a focus on problems and interventions that affect populations (as opposed to individuals). If a castaway contracted Tuberculosis (TB), it would not be considered a public health issue because there would be no other people to infect. Generally speaking, public health problems are those that affect a large number of people, and public health interventions – vaccination drives, public education, sanitation systems, and quarantine – are those aimed at benefitting a large number of people. In contrast, “private health” problems overwhelmingly affect individuals without affecting the broader population (e.g. broken bones); and “private health” interventions overwhelmingly benefit the individual, with relatively minor benefits for the broader population (e.g. surgery). In some cases, individual treatments may be an important part of a public health initiative. For example, it has been estimated that an untreated individual with TB will infect 25–50% of his or her household contacts.32 This individual treatment falls within the purview of public health because curing the individual potentially will have a meaningful impact on the overall health of the population.

By applying the distinction between public and private health to digital networks, one can start to identify what one might call “public cyberhealth” and “private cyberhealth.” I am defining cyberhealth as:

A state which encompasses the robustness, resiliency, and security of a network, be it a home network or the entire internet.


This concept is similar to cybersecurity. However, cybersecurity typically only addresses problems caused by adversaries.33 Cyberhealth, meanwhile, also takes into account a network's ability to manage buggy code, natural disasters, bad product design, or human error. A spotty home Wi‐Fi signal would be a matter of private cyberhealth, as it affects very few people and can be fixed by a single person. Meanwhile, Conficker would certainly be a matter of public cyberhealth: it affected a large number of people, mitigation efforts required the collaboration of a large number of people and organizations around the world, and it could have been averted entirely with effective population‐level interventions, such as mandatory patching.

In public health, the population‐level view is useful for identifying broad health trends and guiding policy. The beginnings of many health crises are undetectable when one only focuses on individual patients, due to the myriad factors that contribute to an individual's health. By taking a population‐level view, public health experts can identify risk factors and calculate individual and population‐level risks. These risk assessments in turn help policymakers determine how to allocate public resources for vaccines, public education, health systems, or even basic research. Frequently, this population‐level view allows public health experts to identify early warning signs of a potential crisis, which in turn can encourage preventative steps. This predictive ability is particularly valuable when the necessary intervention has a long lead‐time, such as the development of new vaccines. In contrast, the current state of cybersecurity is partly defined by a lack of effective population‐level information sharing, a dearth of analytical tools for assessing the value of various interventions, and narrowly deployed reactive responses rather than population‐level preventative measures.



9.3.2 Shared and Overlapping Problems

The second principle of the public health model defines public health problems as “shared problems” and situates the population‐level approach within the political limitations of Millian liberalism – the dominant ideology underpinning liberal democracies. This principle is essential because public health policies are typically enacted by governments and exist within legal systems – which means that they must be justifiable within the context of a “defensible political theory.”34

Within the context of Millian liberalism, public health problems are generally those in which one person's health status can adversely affect the health of another. These problems are “shared,” not merely “overlapping,” to use Bruce Jennings' terminology.35 As John Coggon puts it, public health issues are those which are “all citizens' business.”36 Communicable disease is a prime example of a shared problem, whereas weight management would be an overlapping problem. In cases where one individual poses direct and substantial harm to others (e.g. Ebola), a narrow application of Mill's harm principle can justify intrusive governmental action like quarantine. In cases where the threat is less extreme (e.g. chicken pox), there is less justification for an intrusive government response.

While the default in liberal democracies is to leave overlapping problems to individuals and private markets, a softer version of Millian liberalism is often used to justify governmental interventions in cases where overlapping problems become widespread enough to generate substantial negative externalities. For example, while weight management is a paradigmatic overlapping problem, the obesity “epidemic” can strain health systems, hurt the economy, and normalize unhealthy behaviors like eating fast food or drinking soda.37 It is important to note, however, that while some government action may be warranted to mitigate these effects, only relatively unobtrusive interventions are justifiable – as the risk posed to the general population by obese individuals is indirect, nonurgent, and relatively minor.

This notion of shared and overlapping problems further helps define spheres of public and private concern required for cohesive cyberhealth policy. Conficker is one of the clearest examples of a shared concern. Conficker spread from computer to computer and could pass commands (in its later iterations) via peer‐to‐peer connections. As such, it is a good candidate to be framed as a public problem; indeed, governmental intervention would be justified even within a stronger version of Millian liberalism. Not only would an uninfected device be at a greater risk of infection if it was closely connected to infected devices, but infected devices could have been wielded in a botnet that could have crippled critical infrastructure. Thus, individuals who were not even connected to the internet could have been significantly harmed. Meanwhile, the short lifespan of laptop batteries looks more like an overlapping concern. While everyone with a laptop might have the concern, my battery's lifespan will not affect yours. Like obesity, however, if there was an “epidemic” of dying batteries with broad economic consequences, then perhaps a government intervention of a relatively unobtrusive sort could be justifiable under a more expansive, softer version of Millian liberalism.

Another reason shared problems justify government intervention is that solutions to shared problems often generate substantial positive externalities – side effects which are not baked into the cost of a good. When a good produces substantial positive externalities, private markets will generally produce the good at a level below what is socially optimal. For example, when an individual is vaccinated against the flu, everyone, including the unvaccinated, have a slightly lower risk of infection. The company that produces the vaccine, however, cannot charge the person getting vaccinated for the benefit the rest of society receives. A similar phenomenon happens with cybersecurity. By securing one's own devices, one confers a free benefit to others on the network.

Public goods represent an extreme case of externalities where the marginal cost of extending the benefit to another person is essentially zero.38 Paradigmatic examples of public goods include lighthouses, clean air, and national defense. Since private markets only work when one can charge for a good, public goods always lead to private market failure.39 Public goods are defined as goods that are non‐rivalrous and non‐excludable.40,41 When a good is non‐rivalrous, my consumption of the good does not diminish your ability to benefit from the good. For example, the benefit I receive from the containment of communicable diseases or malware in no way diminishes your benefit. When a good is non‐excludable, an individual who does not participate in creating the good cannot easily be prevented from gaining the benefit. For example, if a water treatment facility's network is secure, it is hard to prevent someone from gaining the benefit of clean water, even if they do not pay their taxes. These two characteristics often lead to free‐riding problems where individuals or companies will gain a benefit without participating in its production. As governments are the only legitimate source of coercion in liberal democracies, it is only through government's ability to tax, fine, and enforce laws that public goods can be produced at a socially optimal level. Individuals and private markets do not possess the tools or incentives to adequately address most shared problems.

While public goods are not specific to public health, the specific public goods relevant to building healthy human networks are similar to the public goods relevant to building and maintaining robust digital networks. A few of these overlapping public goods include the containment of communicable diseases/malware, global monitoring regimes, herd immunity, technological standards, information‐sharing regimes, and the knowledge produced from basic research. As such, public goods for public health are a more useful example than lighthouses or national defense for thinking about how governments may adequately provision public goods for cyberhealth. For instance, the containment of communicable diseases/malware, unlike many other public goods, are both “Global Public Goods” (GPGs) – public goods whose benefits are “quasi universal” in terms of countries, people, and generations42 – and “participatory public goods” – public goods which can only be produced through the active participation of individuals beyond the mere payment of taxes (i.e. get vaccinated/patch your system). The GPG distinction is particularly important because, unlike most public goods such as national defense, GPGs can only be produced via voluntary international collaboration and international institutions. For this reason, the history of international disease control efforts and the work of the World Health Organization (WHO) can serve as a particularly useful example of how states may come together to contain malware like Conficker, Mirai, and WannaCry.



9.3.3 Balancing Efficacy and Individual Rights

Beyond helping to determine which problems justify government intervention, the public health model also provides an approach for considering the ethical limits of interventions. Within public health, these ethical conflicts are common because interventions that benefit a population often infringe upon individuals' rights (e.g. personal freedom and privacy). Quarantine restricts freedom of movement and association, mandatory vaccinations may violate a person's bodily integrity or restrict their freedom of choice, and monitoring regimes may share sensitive information about a person's health history, including sexual partners or drug use. As a result, some balance must be found that takes into account the effectiveness of a specific intervention, the severity of the problem, and the impact on individuals' rights. One way to stop the spread of a disease would be to lock everyone in their homes, but such a solution is – in all but the most extreme scenarios – ethically unacceptable.

Because today's digital network interventions do not act directly on individuals, the ethical conflicts in cyberhealth are not exactly the same as those in public health. One can immunize and quarantine devices, but these interventions are not as burdensome as in the public health context. If a person's PC becomes infected with a piece of malware sufficiently dangerous for an ISP to restrict that device's internet access, the owner can simply fix the problem, buy a new device, or borrow a friend's. If a PC is automatically patched (akin to immunization), most people would not even notice. Contrast this relatively light cost with the quarantining of whole villages during the 2014–2015 Ebola outbreak, which led to rioting.43

While there is not a perfect equivalence, public cyberhealth interventions may still infringe on personal rights. Digital quarantining does restrict one's freedom of association and potentially one's freedom of movement – especially as virtual reality becomes more prevalent. For those with relatively few avenues to connect to the internet, this restriction can cause significant social and economic harm. Meanwhile, in the case of robotic prosthetics, forced patching may be perceived as a violation of bodily integrity quite similar to the experience of forced immunization. One example is Stephen Hawking's refusal to upgrade his robotic voice to a more natural‐sounding voice, as he had come to accept the former as part of his identity.44

One public health tool that can inform thinking about the balance between efficacy and ethical costs is the Nuffield Council on Bioethics' Intervention Ladder. The Intervention Ladder provides a spectrum of interventions from least to most intrusive, which helps one find the right level of intervention for each problem. From the Nuffield Council on Bioethics' report on public health, the steps on the Intervention Ladder are:


	Do nothing or simply monitor the current situation.

	Provide information … for example, as part of campaigns to encourage people to walk more or eat five portions of fruit and vegetables per day.

	Enable choice … for example, by … providing free fruit in schools.

	Guide choices through changing the default policy. For example … menus could be changed to provide a more healthy option as standard….

	Guide choices through incentives … for example, offering tax‐breaks for the purchase of bicycles that are used as a means of traveling to work.

	Guide choice through disincentives … for example, through taxes on cigarettes…

	Restrict choice … for example, removing unhealthy ingredients from foods, or unhealthy foods from shops or restaurants.

	Eliminate choice … for example, through compulsory isolation of patients with infectious diseases.45



The Intervention Ladder does not suggest any specific solutions for a particular problem, but rather lays out a set of options to facilitate thinking about what constitutes a proportional response to a specific risk. By assessing a suite of options rather than simply accepting the first that addresses the problem, one is more likely to find a politically and ethically acceptable balance between personal rights and population health.

This public health approach, which assesses a wide variety of public interventions and seeks to find the right balance between efficacy and ethical costs, is fundamentally different from the approach employed in the private technology sector. Since cybersecurity is generally treated as a private problem, companies are limited to interventions that are in their self‐interest, area of expertise, and legal authority. While an ISP can shut off someone's internet, it cannot auto‐enable application security updates, and it might have little direct interest in doing so even if it could. With limited capabilities and incentives that frequently conflict with the public interest, private companies are ill‐suited to identify and implement the cybersecurity solution that best balances effectiveness and personal rights. It is worth acknowledging, however, that private companies are well suited to balancing effectiveness and cost, which suggests that private companies would be a critical component of any cost‐effective public intervention; in many cases, specific cyberhealth measures – such as patching proprietary code – will only be able to be implemented by private companies.

The Intervention Ladder is a formal articulation of the type of thinking in which public health experts engage as part of their day‐to‐day work within public health institutions. The WHO's Ethics Review Committee, for instance, formally reviews all WHO‐funded research involving human subjects and provides guidance to member nations on internal ethical issues pertaining to public health.46 Similarly, the Centers for Disease Control and Prevention's (CDC) Public Health Ethics Unit seeks to raise intraorganizational awareness of ethical problems that public health interventions can cause, and to integrate this way of thinking into everyday work.47 It may seem trite to say that the way to balance ethics and efficacy is to think about how one balances ethics and efficacy, but this basic level of ethical review used by public health institutions is almost entirely absent from the technology sector and technology policy. While some companies, such as Deep Mind, have begun to think about the ethical issues that arise specifically in the field of artificial intelligence, this type of analysis is reserved for special cases. While runaway, superintelligent artificial agents get quite a bit of attention, everyday ethical concerns are often ignored.

Lastly, because of the direct impact public health interventions often have on individuals, within public health there is a culture of involving a broad number of stakeholders in discussions surrounding specific interventions. This can take place at the individual level (e.g. with informed consent), at the local level (e.g. with public health workers engaging communities around the treatment of HIV), and at the national level (e.g. in a forum like the WHO). In contrast, the technology industry relies on impenetrable terms and conditions that leave users in the dark about their rights and industry prefers to make decisions under a veil of secrecy rather than with meaningful public discussion. These everyday capitalistic practices may have been acceptable and even appropriate when most technology problems looked more like overlapping problems, but as the internet has grown into the essential connective tissue of modern life these overlapping problems have become an increasingly shared concern.

One historical parallel is the private control of water sources and the 1854 cholera outbreak in London. At the time of the cholera outbreak, many water sources were provided by private companies with minimal oversight. While the dominant theory of the time attributed cholera to miasma (bad air), the physician John Snow identified that a specific water pump on Broad Street was the likely source by mapping incidents of the disease. He also identified that the water company was using water from sewage‐polluted sections of the Thames.48 As people increasingly came to understand the importance of clean water, governments took on a larger role in the oversight of water quality. Similarly, railroads were once run by private companies with little government involvement; but as railroads became an increasingly essential part of economies and national defense capabilities, they became a matter of public concern and responsibility.

As the internet becomes an ever more essential component of modern life – underpinning critical infrastructure, commerce, and social interactions – our notions of corporations' private rights and public responsibilities must be continually reevaluated. The alternative is to accept that the digital landscapes in which we live and the security of the critical infrastructure on which we rely will be designed to maximize profits rather than human flourishing.




9.4 A Public Health Approach to Conficker

In order to make this framework feel more concrete, I would like to explore a thought experiment: What would a Conficker response built on public health principles look like? While this question is impossible to answer definitively, a public health‐inspired approach would likely involve: (i) a robust government response, (ii) institutional coordination, and (iii) a more substantial ongoing investment in public goods for cyberhealth, which would encourage early detection and prevention.

The first and most significant difference between the public health‐inspired approach and the work of the CWG would be that within a public health framework, Conficker would be understood as a problem deserving government attention. Conficker and computer worms more generally are clearly shared problems with many similarities to communicable diseases. As such, governments would not only be justified in taking action, but would have had an obligation to do so once the threat grew to the point at which it might pose a danger to critical infrastructure. While one would be right to doubt the efficacy of (and maybe even fear) a robust governmental response, one cannot consider what that response might look like within the existing security paradigm. Rather, one must consider it within the broader systematic changes that a public health approach would recommend.

One of the fundamental changes that would follow from an expanded government role in cyberhealth would be greater levels of government investment in civilian‐focused cybersecurity agencies. In the field of public health, organizations like the CDC and the WHO serve as world‐class centers for research, crisis coordination, ongoing monitoring programs, and information sharing. Currently, there is no digital equivalent. Organizations like US Computer Emergency Readiness Team (US‐CERT) are relatively limited in their mandates and do not possess the funds to attract the world's leading cybersecurity experts. A “Cyber CDC” with more substantial funding than US‐CERT and a wider mandate would presumably not only be better equipped than existing agencies for dealing with the technical side of threats like Conficker, but would be better suited to coordinating a vast collective effort like the global sinkholing project. Such an organization would have ongoing relationships with the organizations and companies that manage TLDs and possess coercive tools not available to an ad‐hoc volunteer group like the CWG. A “Cyber CDC” would also address many of the organizational problems of the CWG, as it would have the authority to delegate tasks and hold people and organizations accountable. This accountability would also extend to the organization itself, as governmental organizations ultimately fall under the purview of elected leaders. If the CWG had failed in its mission, there would have been no justifiable reason or mechanism to hold the members accountable for their failure. Meanwhile, a “Cyber CDC” could still preserve many of the CWG's strengths. If an issue exceeded the technical capabilities of the organization, specialized working groups of independent and private‐sector security experts could still be convened – but those groups would have institutional resources and legitimate authority to implement their solutions.

The strategy of such an institution would also be substantially different from the work of the CWG, likely allowing for a more preventative approach. The CWG adopted the sinkholing strategy because it was one of the few approaches they had the power to enact. The CWG had no power to arrest the perpetrators, conduct public education campaigns, or compel/incentivize individuals and companies to update their systems. In the case of Conficker, a preventative approach would have been vastly preferable to a reactive approach. While forcing people to patch their systems may have been overly burdensome, 100% compliance would not have been necessary to mitigate the risk. A botnet of a million machines poses far less of a risk to critical infrastructure than a botnet of 10 million machines. While private companies like Microsoft can make (and have made) unilateral decisions to enable automatic updates, in many cases private incentives may not align with public interest. Recent examples include the shortcuts taken by Chinese webcam manufacturers, which contributed to the growth of the Mirai botnet responsible for the attack on the DNS provider Dyn, Inc. in October 2016: the attack disrupted access to some of the internet's most popular sites, including Twitter, Reddit, Amazon.com, Netflix, and Spotify.49 If Conficker and other large‐scale threats are seen as partly the responsibility of governments to control and clean up, governments will be incentivized to identify threats early, invest in cybersecurity research, improve standards, and hold laggards accountable.

While many of the strategies above are not unique to public health, the public health model limits the potential downsides of increased government involvement by placing a specific emphasis on balancing efficacy with individual rights, and by deploying interventions with an overall goal of promoting human wellbeing. While a security paradigm might allow highly invasive network monitoring as long as it disrupts criminal activity, the public health model would likely not as the negative effects of the loss of privacy would likely outweigh nearly any benefit of catching a few more cybercriminals. In this regard, public health is a more benevolent model than law enforcement or straight economics. A tool like network monitoring, for instance, can gather information in an anonymous, minimized, and decentralized way which protects individual privacy (as in the public health context), or it can be used as a mechanism for espionage and crushing political dissent. When the motivation for improving cybersecurity is merely economic or strategic, privacy and personal freedom often end up sacrificed at the altar of security.



9.5 Conclusion

In this chapter I argued that rather than treating cybersecurity as the default way of thinking about network robustness, we must recognize that it represents a specific worldview – heavily influenced by the domains of military intelligence and criminal justice – which must be critically examined and compared to alternate frames that may better protect our interests. While the CWG achieved an unprecedented level of private sector collaboration and was largely successful in preventing the creators of Conficker from gaining control of the botnet, its lack of accountability and reliance on volunteer labor make it a poor model on which to base future global containment and remediation efforts. I have suggested an alternative framework based on a public health worldview, which focuses on populations (rather than individuals), on the shared nature of risks like Conficker, and on the need to balance effective solutions with individual rights. Coupled with public health's overarching goal of promoting human wellbeing, these principles provide a normative justification for governmental interventions in matters of cyberhealth and a model for assessing the proportionality and ethical cost of various interventions.
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10.1 Introduction: Conspicuously Absent

On 13 February 2015, President Obama appeared at the Cybersecurity and Consumer Protection Summit at Stanford University. The White House organized the gathering to bring together industry and government to discuss and confront the stubborn challenges of cybersecurity. Cyber threats, President Obama remarked, threaten to undermine America's leadership in the digital economy. As he noted, cyber “attacks are hurting American companies and costing American jobs…[they are] a threat to America's economic security.”1 President Obama struck a familiar – if important – note, reiterating that cybersecurity is “a shared mission.” Ensuring security and prosperity in the digital world requires public–private cooperation; neither the private sector nor the government alone can confront the maladies of the information age. As President Obama remarked, the proliferation of botnets, malware, phishing attempts, and ransomware – clever intrusions that maliciously encrypt a user's data and hold it hostage until a victim pays extortion – require the combined ingenuity and resources of both industry and government.2

The crowning moment of the summit was the signing of Executive Order 13691, “Promoting Private Sector Cybersecurity Information Sharing.”3 The Presidential Executive Order sought to encourage greater information sharing between industry and government. It outlined a new effort assisting in the creation of standards that would facilitate the easy exchange of information about cyber threats (including classified intelligence) between the public and private sectors. The order also encouraged the voluntary creation of new information sharing and analysis organizations (ISAOs) that would work to broker the exchange of data between government and industry organizations.4 The order is the latest in a string of information‐sharing efforts that stretch back to the mid‐1990s.

Stanford was a natural venue for the summit. Nestled in the heart of Silicon Valley, Stanford famously has had a unique connection to the tech world for generations. Surrounded by the global headquarters of Google, Apple, Facebook, Yahoo!, Hewlett‐Packard, and others, the University is rightly celebrated as a hub of innovation and an incubator of talent. What better place to underline the importance of public–private cooperation and launch a set of new initiatives designed to bring together industry and government?

Yet, despite the rosy rhetoric of cooperation, a number of senior tech executives were conspicuously absent from the proceedings. The CEOs of Google, Yahoo!, and Facebook all declined invitations to attend.5 Their absence was interpreted as the latest sign of a growing wedge between the federal government and the tech world.6 Increasingly, industry and government are sharply divided over questions regarding security and privacy. The detailed revelations of widespread spying and digital sabotage leaked by Edward Snowden, a former National Security Agency (NSA) contractor, sent shockwaves through Silicon Valley. Reports that the NSA had hacked into the servers of Google and Yahoo!, routinely inserted backdoors into a range of commercial software and hardware products, and undertaken a secret campaign to deliberately weaken encryption standards outraged the tech community.7 Brad Smith, General Counsel & Executive Vice President at Microsoft, characterized NSA activity as an “advanced persistent threat” – a term more commonly used to describe insidious, sophisticated, network attacks emanating from hostile nations, rather than the activities of the US government.8 Google engineer Brandon Downey offered a more colorful response to reports that the NSA had secretly breached internal data links connecting Google's trove of data centers: “Fuck these guys.” In Downey's view, the NSA was undermining the real protections that he, and others in the tech sector, had spent their careers crafting.9 The absence of Mark Zuckerberg (Facebook), Marissa Mayer (Yahoo!), and Larry Page and Eric Schmidt (Google) at the summit underlined the growing divide between the government and industry.



10.2 Scope and Aims

The tech world is not taking the continued growth of malicious behavior online lying down. This chapter explores the different ways in which three major tech companies – Google, Microsoft, and Facebook – are using market‐based programs, often known as “bug bounty” programs or vulnerability purchase programs, to enhance the security of software and online services.10 In the past decade, these and many other vendors have adopted programs that pay researchers for newly discovered bugs. Vulnerability disclosure – making public previously unknown flaws in software – is a key to cybersecurity. If flaws remain unpatched, they can become an effective entryway for exploits and attacks. Disclosure is vital. Once a vendor becomes aware of a flaw, it can develop and issue an update or patch to close the hole and protect users from exploitation by that particular security flaw. Vendors are not the only ones purchasing flaws. While vendors purchase flaws in order to patch or fix these bugs, a parallel market exists. Offensive players—intelligence agencies, militaries, government contractors, criminals, and others—purchase flaws not to fix, but to exploit them. These groups often pay staggering prices—six figures or more in some instances—to acquire previously unknown and undisclosed flaws. They are not interested in fixing these flaws, but rather exploiting them for intelligence collection, sabotage, or criminal purposes. Exploring the efforts of vendor‐run bounty programs is revealing in three ways: (i) It demonstrates the institutional variation that exists within the market for flaws. Different companies are approaching the market in different sorts of ways. Indeed, Google, Microsoft, and Facebook are each experimenting with different ways of implementing and designing their bounty programs. (ii) It highlights the diverse aims that animate vendors to launch bounty programs. At their core, these efforts attempt to improve cybersecurity; yet each is driven by a different understanding of threats and risk. (iii) It highlights a key tension between the state and vendors over definitions of security.



10.3 A Market for Flaws: Bug Bounty Programs

Over the past several years, Facebook, Google, and Microsoft have begun purchasing vulnerabilities from the public. They offer independent researchers cash for new flaws through their bug bounty programs. They have collectively paid millions of dollars to independent researchers for thousands of newly discovered bugs. They are not alone. Over 100 different companies, ranging from Yahoo! to United Airlines, now offer “bug bounty” programs. A new start‐up launched in 2013, HackerOne, hosts bounty programs for dozens of different companies. By 2015, HackerOne has coordinated payouts totaling over $4 million, reaching 1 800 different contributors and touching over 12 000 different flaws.11 Bug bounties complement the usual panoply of security efforts – pen testing, security audits, and countless hours spent working to make sure that new code is sound – that companies routinely undertake. These new programs offer an opportunity to strengthen security in the lifecycle of software and services early on and, in some cases, subvert the offensive market for vulnerabilities. The design, operation, and rationale of these programs differ from company to company. Facebook, Google, and Microsoft each approach the market in unique ways. Generally speaking, these bug bounty programs were designed with two objectives in mind: (i) to harness the talent of security researchers to find vulnerabilities in software and services; and (ii) to frustrate malicious hackers, criminals, and states – and subsequently influence policy.



10.3.1 Case I, Microsoft: Rethinking the Market for Flaws

Microsoft was reluctant to adopt a bug bounty program, as the software giant had undertaken earlier outreach efforts to the security researcher community. In the BlueHat Prize contest, researchers competed for the $250 000 prize by developing defensive security technologies that deal with entire exploit classes.12 Compared to Google, Facebook, and others, they were late to the game. For years, Microsoft resisted paying researchers for submitted bugs.13 In 2013, however, Microsoft reversed course and began offering bounties. In its announcement, Microsoft referred to the new program as “direct investments in the research community, calling upon the clever hackers of the world to work with us on strengthening our platform‐wide defenses.”14 It saw this development as a decisive moment not only for the company but also for the entire industry. Importantly, Microsoft's program was explicitly designed to target the black market around illegal exploitation of security flaws. The company stated that it was “cutting down the time that exploits and vulnerabilities purchased on the black market remain useful, especially for targeted attacks that rely on stealthy exploitation without discovery.”15 Finally, Microsoft's structure of the bug bounty program was novel: they decided to offer limited, short‐term programs, and to focus significant resources on purchasing new techniques – previously unknown methods for bypassing security controls – rather than seeking to purchase each newly discovered flaw. Microsoft's approach reflects recognition of some of the potential problems that traditional bug bounty programs encounter and a concerted effort to disrupt the black market for vulnerabilities.

Since 2013, Microsoft has run a number of limited, short‐run, bounty programs. In 2013, it announced that it would, for the first time, pay researchers for qualifying reported bugs in Internet Explorer 11 (IE 11). The program offered rewards up to $11 000 and was only open for 30 days, running from June to July. Unlike Facebook and Google, which had open‐ended bounty programs, Microsoft decided to offer rewards during a fairly narrow window: rewards were only offered during the preview phase of IE 11, before the browser was rolled out to the general public. Subsequently, Microsoft repeated this approach and offered short‐term bounty programs during the previews of Edge (Microsoft's new browser) and CoreCLR and ASP.NET 5.16

Offering bounties for programs in development (e.g. a beta version of soon‐to‐be‐released software) is one strategy to depress the market for vulnerabilities. Competing directly with the offensive market is very difficult. The prices simply do not compare. Offering cash rewards during previews, however, is a smart way to undermine the offensive market. While a new version of a program is still being tested and is not yet widely deployed, the value of a newly discovered vulnerability is limited. For an offensive player, an exploit targeting a program that has very few users is likely of little use. By offering rewards at this point – when a program's user base is still small and testing is ongoing – the defensive market can compete with the offensive market. In this fashion, preview, or early‐stage, bounties seek to drive down the price of a zero‐day. They encourage the disclosure of bugs before the impacted program has grown large enough to support comparatively high prices.

In 2013, Microsoft also announced a new type of bounty program, a project to reward the discovery and disclosure of what are known as mitigation bypass techniques.17 The focus on techniques – novel methods and ways of conducting exploitation – rather than individual vulnerabilities is significant. In Microsoft's view, techniques are far more valuable than any single vulnerability. In terms of supply, vulnerabilities may be large in number, but new techniques are presumed to be quite scarce. Discovering a new technique would allow Microsoft to protect against not just a single point of vulnerability, but rather an entire class of vulnerabilities. Here, Microsoft offered serious money: up to $100 000 for a new technique that could compromise platform‐wide protections. In the first two years of its “Mitigation Bypass Bounty,” Microsoft has paid $480 000 to eight different submitting teams (three submissions received awards of $100 000 or more, while others received partial awards).18 As of mid‐2017, Microsoft's paid‐out bounties totaled over $1.5 million.19

The prioritization of techniques over individual vulnerabilities recognizes some of the potential shortcomings and challenges associated with bug bounty programs. Programs with clear guidelines and rules reduce the transaction costs that researchers face when attempting to disclose a discovered vulnerability.20 Indeed, this is one of their key benefits. Accepting submissions from anyone, however, is not without its costs and drawbacks. Simple, open submission windows invite a flood of reports, including a significant amount of junk. For firms running these programs sorting the wheat from the chaff, distinguishing between the real vulnerabilities that need to be addressed and irrelevant submissions, can be a significant burden. Google and Facebook both report that they receive an overwhelming amount of invalid reports to their bounty programs: 95% of all submissions to Facebook and 93% of all submissions to Google are simply noise.21 Microsoft's focus on techniques moves away from treating vulnerability discovery and mitigation as an endless game of whack‐a‐mole. Rather than trying to encourage large numbers of vulnerability submissions, some of which will be valid problems, but many of which will likely turn out to be nonissues, encouraging the submission of new techniques is far more manageable. Here, the number of total submissions will likely be relatively small, easing the burden on staff to continually test and respond to new reports.

At the same time, limited‐duration preview bounties introduce uncertainty into the market and pressure researchers to disclose quickly. Microsoft hopes to use its bounty programs to draw out more bugs early in the test‐and‐release cycle. Vulnerabilities are re‐discoverable and, importantly, perishable.22 For a researcher that has found a zero‐day and hopes to sell it, the clock is always ticking. A third party may, at any moment, independently discover the same vulnerability that you have found. If they release their discovery to the public or vendor before you have had a chance to close a sale or claim a reward, the vulnerability that you were sitting on immediately becomes worthless. Preview bounties push researchers to disclose, rather than horde.




10.3.2 Case II, Google: Matching the Wisdom of Crowds and the Wisdom of Experts

Google has taken a slightly different approach to bug bounties. It operates a handful of different rewards programs, complementing these efforts with specialized grants for researchers and a unique program, “Project Zero,” that brings together a team of talented researchers to hunt for new flaws across the digital ecosystem.23 While Google's efforts replicate the benefits that Facebook and other defensive programs offer in harnessing and encouraging the wisdom of a large community of knowledgeable users, the company also incentivizes highly skilled researchers by offering individual, open‐ended grants and by collecting significant talent in‐house through Project Zero.

Google launched its first rewards program as an experiment in January 2010. The program offered to pay researchers who contributed qualifying bugs to Google's open‐source Chromium project (which supports the development of the Google Chrome browser and the Google Chrome Operating System). The experiment sought to reward those who already provided bugs free‐of‐charge and, importantly, to entice new researchers to join the effort.24

The bug bounty experiment, in the eyes of Google engineers, worked.25 Over the next several years, Google launched an expanded portfolio of rewards programs, steadily increasing the maximum payments offered and extending bounties to include additional corners of Google's vast offerings. Google now operates four different rewards programs (see Table 10.1), covering vulnerabilities found in Google's web properties (flaws impacting sites that Google operates, such as Google.com, YouTube.com, and others), vulnerabilities discovered in open‐source software that are vital to the health of the larger internet and digital ecosystem, and flaws impacting Android, Google's mobile operating system.26


Table 10.1 Google's reward programs: an overview.




	Program
	Scope
	Offered rewards (Min–Max)
	Start date





	Chrome Rewardsa
	Chrome or Chrome OS
	$500–$50 000
	January 2010



	Vulnerability Rewards Programb
	Google‐owned web properties, such as *.google.com; *.youtube.com; *.blogger.com
	$100–$20 000
	November 2010



	Path Rewards Programc
	Open‐source projects, libraries, and frameworks including OpenSSL, Angular, and OpenVPN
	$500–$10 000
	October 2013



	Android Security Rewardsd
	Latest version of Android
	$333–$30 000
	June 2015





a Google, “Chrome Rewards Program,” https://www.google.com/about/appsecurity/chrome‐rewards.

b Google, “Vulnerability Rewards Program,” https://www.google.com/about/appsecurity/reward‐program.

c Google, “Patch Rewards Program,” https://www.google.com/about/appsecurity/patch‐rewards.

d Google, “Android Security Rewards Program,” https://www.google.com/about/appsecurity/android‐rewards.


Google's security rewards programs have paid out over $4 million to researchers since 2010. In 2014, Google paid over $1.5 million to more than 200 different researchers (totaling over 500 bugs).27 In 2016, Google's paid‐out bounty rewards rose to over $3 million in the form of over 1 000 individual rewards to more than 350 researchers; the largest single bounty totaled $100 000.28 For a company as large as Google, this may seem like a paltry sum. But the program, like Facebook's effort, offers a useful way to entice new contributions from outside of the company.29 Within the first few months of launching both Chrome Rewards and the web‐focused “Vulnerability Reward Program,” Google engineers were pleased to see that the majority of participants were new: they had never previously submitted a bug report to Google.30 Like Facebook's, Google's rewards programs attract a geographically diverse set of researchers. In 2014, the top three contributors to the Vulnerability Reward Program were from Romania, Poland, and Ukraine.31 During the same year, the program received more valid bug submissions from Africa than it did from the United States.32

Google's programs, like Facebook's, are not intended to replace in‐house testing and development. Rather, they offer another layer of security. Like Facebook and others offering bug bounty programs, Google has demonstrated a serious commitment to recognizing and encouraging the contributions of a vast and knowledgeable public. Google's programs, like many others, encourage those outside of the organization to contribute insights on how to improve security. Google, however, departs from other bug bounty programs in a significant way: rather than simply trying to harness knowledge and wisdom distributed across the large public, it also offers targeted support to highly skilled researchers. Google recently launched two new efforts, Project Zero and individual “Vulnerability Research Grants,” that attempt to identify and support particularly skilled and talented researchers.

Project Zero was launched with a flourish in 2014. It was explicitly framed as a response to the growing tide of sophisticated criminal and state‐sponsored attacks and exploits. In announcing the launch of Project Zero, Google noted that:

[Users] should be able to use the web without fear that a criminal or state‐sponsored actor is exploiting software bugs to infect your computer, steal secrets or monitor your communications. Yet in sophisticated attacks, we see the use of “zero‐day” vulnerabilities to target, for example, human rights activists or to conduct industrial espionage. This needs to stop. We think more can be done to tackle this problem.33


With Project Zero, Google sought to hire the most talented security researchers it could find and turn them loose to look for flaws in widely used software – any software, not just software that fell under Google's ambit.34 Project Zero attempted to beat criminals and nation‐states to the punch: its team sought to uncover and help fix flaws before they could be exploited by even the most sophisticated state‐backed hackers and criminals.35 Project Zero recognizes that while more conventional bug bounty programs, including the various reward programs Google supports, are useful in attracting contributions from a large pool of smart users, highly skilled researchers are a particularly scarce commodity. Project Zero enlisted a number of extremely talented hackers – including Ben Hawkes, a researcher who previously uncovered a number of serious flaws in Adobe Flash and Microsoft Office, and Tavis Ormandy, a well‐known researcher who had discovered vulnerabilities in antivirus software.36 An examination of various bug bounty programs suggests that most programs are highly stratified: they are populated by a small core of highly skilled and productive researchers who find a large share of all reported bugs, and a much larger pool of participants who report a small number of bugs (often only participating in a program once) of varying quality. The skilled core discovers a disproportionate share of total vulnerabilities and accounts for the majority of total paid rewards.37 Project Zero seeks to support this skilled core with financial support and few strings attached.38 As Google remarks in its pitch to researchers, “we offer [what] we think is a new place to do what you love – but in the open and without distraction.”39

More recently, Google began offering Vulnerability Research Grants to complement the work of Project Zero and its rewards programs. These small grants (the maximum amount offered is $3133.70) seek to support the most frequent and successful researchers participating in Google's rewards programs, as well as invited experts, to search for flaws in Google‐owned properties. Unlike traditional rewards programs, however, researchers receive financial support (in the form of a grant) regardless of whether they uncover a new flaw or not.40 Particularly talented researchers appear to be flexible and catholic in their work: they can find flaws in different pieces of software.41 Grants offer a small nudge, encouraging talented researchers to look at Google's services rather than at competitors – an attempt to retain and commit these security researchers to Google.

Google's broad portfolio of rewards programs, along with Project Zero and the Vulnerability Research Grant program, represent a departure from traditional bug bounty programs. If bug bounty programs offer a hedge against the failings of traditional security practices – catching the bugs that slip through internal testing – by seizing on the wisdom of the crowd, Project Zero and Google's grant program are attempts to nurture and support the cream of the crop with few strings attached. While the pool of potential undiscovered vulnerabilities may indeed be large, exceptionally skilled and prolific researchers remain a scarce and precious resource. Google seeks to entice not only the odd user who has uncovered a potentially troubling bug but also to support elite hackers and researchers.



10.3.3 Case III, Facebook: Transaction Costs and Reputational Benefits

Facebook launched its bug bounty program in 2011. By 2016, it had paid over $5 million for newly discovered flaws.42 Most payouts are fairly modest: the average award is $1810 and the minimum payout is $500.43 Some participants, however, are earning real money. Facebook has occasionally paid over $30 000 for a report. The top 10 most successful researchers have each netted over $100 000 in to‐date career earnings (the most lucrative walking away with $183 000). In the first half of 2016, researchers submitted more than 9 000 reports that resulted in $611 741 worth of rewards spread across 149 recipients.

The program attracts a diverse group of sellers. 900 different researchers have participated in Facebook's bug bounty program during its first few years. Participants are drawn from across the globe. Researchers from India, Turkey, Pakistan, Egypt, and Russia make up a growing share of the program. Since 2011, Facebook has made awards to individuals from over 51 different countries, with the overwhelming majority of participants coming from outside of the United States. India, USA, and Mexico were the top three countries based on the number of payouts. The program attracts an eclectic mix: the youngest seller on record was just 13 years old.44

Facebook's program is straightforward: the company publishes a clear set of rules, describing what is eligible and what is not eligible, and lists helpful examples of what defines a good qualifying report.45 Qualifying submissions are paid based on severity. Facebook offers rewards for bugs that compromise “the integrity of user data, circumvent the privacy protections of user data, or enable access” to a Facebook‐internal system.46 This includes a range of bugs, such as flaws that allow privilege escalation (allowing a user to acquire privileges beyond what they are allowed) and bugs that enable remote code execution (allowing an unauthorized third party to launch code or alter data on a user's device). The program complements Facebook's in‐house testing and capitalizes on the talent of interested and engaged users. As Facebook notes:

no matter how much we invest in security – and we invest a lot – we'll never have all the world's smartest people on our team and we'll never be able to think of all the different ways a system as complex as ours might be vulnerable. Our [program] allows us to harness the talent and perspective of people from all kinds of backgrounds, from all around the world.47


Facebook's program demonstrates two of the key benefits that defensive bug bounty programs have over the offensive market: (i) low transaction costs and (ii) reputational benefits. Vendors and others operating defensive bug bounty programs cannot hope to compete with the offensive market on price. In 2012, Forbes examined the shadowy market for offensive exploits and compiled a price list for zero‐days.48 They found that newly discovered vulnerabilities targeting operating systems and browsers could fetch between $60 000 and $250 000.49 More recently, Hacking Team, an Italian company that sold spyware and other forms of malicious code to governments across the globe, was, ironically, hacked by unknown parties. Leaked Hacking Team documents provide a window into the offensive market and suggest that the prices Forbes quoted in 2012 remain roughly accurate.50 Offensive prices far outpace what Facebook, or others in the defensive market, offer. Yet, what Facebook and others can offer – which the offensive market largely cannot – are relatively simple transactions and public recognition. Facebook's program is straightforward: the terms of the program are clearly stated and sample prices are available. For someone looking to disclose a newly discovered flaw, the process is accessible. The steps one needs to follow to report a flaw and receive a reward are decidedly not mysterious. Additionally, disclosure to Facebook and other defensive programs can result in significant recognition for a researcher. Researcher contributions are acknowledged publicly and published, offering researchers a way to signal and promote their skills to peers and potential employers.51

Selling to the offensive market is cumbersome and typically lacks any broad reputational benefit, as it requires a degree of secrecy that limits reputational benefits. In other terms, in a secret, one‐to‐one transaction, reputational benefits are offered, but only to that particular seller‐buyer relation; thus, these benefits are narrow (i.e. as opposed to open bug bounty programs, where the discoverers are publicly recognized and the reputational benefits transcend a particular bug bounty program). Charlie Miller, a well‐known security researcher, noted the multiple hazards that researchers face when selling to offensive players: since most offensive purchases are conducted out‐of‐view by secretive agencies or criminals, actually identifying a buyer is a serious challenge. The lack of transparency in sales makes it difficult for a seller to effectively negotiate price: without a baseline of previous sales against which to compare prices, it is difficult to know if an offered price is reasonable or represents a below‐market, low‐ball, offer. Finally, sellers face the prospect of being burned by a buyer: in order to demonstrate that a zero‐day vulnerability or an exploit exists, a seller must essentially turn over the product for inspection and risk that the buyer might walk away with the product without paying.52 These information asymmetries place significant burdens on sellers and make transactions with offensive players difficult. Additionally, sellers participating in the offensive market will likely never have their contributions publicly acknowledged. The offensive market rests on keeping information about a newly discovered vulnerability secret (and hence, useful as a means of conducting exploits and attacks). Researchers selling vulnerabilities on the offensive market sacrifice reputational benefits. While bug bounty programs offer rewards in the defensive market that are significantly lower than those in the offensive market, they significantly reduce transaction cost. They also enable security researchers to build their reputations among ICT software and service firms, as well as among peers in the white hat security research community.53

Facebook's program, like many other bug bounty programs, cannot hope to compete with the offensive market in terms of price. But its other benefits should not be overlooked: providing a simple model of disclosure reduces the high transaction costs associated with offensive sales. At the same time, disclosing vulnerabilities to the defensive market carries broad reputational benefits – an opportunity to advertise skill and competency – that do not exist in the offensive market.




10.4 Conclusion

Vulnerabilities are not likely to disappear anytime soon. The complexities of creating new software and hardware ensure that we will continue to produce and rely on flawed code. At the same time, the development of offensive cyber capabilities shows no sign of abetting. Exploit code used for attacks is simply too valuable: criminals, intelligence agencies, and militaries will continue to seek out new ways to collect intelligence from adversaries, pilfer intellectual property and valuable data from targets, and develop tools that can be used to attack and damage critical systems. As more and more data are created, stored, and shared on digital devices and platforms, and as embedded devices wind their way into every corner of daily life, the number of targets for crime, sabotage, and espionage multiple. Software vulnerabilities – zero‐days and n‐days – will continue to be a prized commodity. Exploits and attacks relying on known vulnerabilities are, of course, also useful (and also widely used). For example, the 2017 WannaCry ransomware attack made use of a stolen and leaked NSA exploit referred to as EternalBlue, which was based on a security flaw for which Microsoft had issued a patch a couple of months earlier.54 But for groups that want to be sure that their attacks and exploits can penetrate even well‐protected computers and systems, zero‐days are and will remain attractive. Yet, software vendors and security researchers have been working tirelessly to strengthen defensive cybersecurity to protect against the exploitation of security flaws for offensive purposes.55 Spearheaded by Microsoft, Google, and Facebook, bug bounty programs developed and were widely adopted amidst growing tensions about different notions of security used by states, ICT companies, and security researchers. First, concerned with national security, states have been struggling to strike a balance between the need for defensive means to protect critical information infrastructure under an assurance paradigm and the need for offensive capabilities to conduct military, intelligence, and law‐enforcement missions in cyberspace – leaving ICT and the public depending on it potentially vulnerable. The US government, for instance, reported that it disclosed (rather than kept secret) about 91% of discovered zero‐days vulnerabilities.56 Second, ICT and internet companies have at times been found to neglect the security of their products and services, as security to them is an externality, favoring reduced time‐to‐market cycles instead. Third, security researchers dedicated to finding and reporting software vulnerabilities have experienced resistance – including legal threats and repercussions – from software vendors attempting to prevent the disclosure of security flaws.

The tensions between different notions of security, particularly between offense and defense, are not going to go away. Bug bounty programs are one attempt by the tech community to fix exploitable flaws, but they are also an attempt to shape norms around security research and reframe disclosure. In addition, some of the high‐profile programs should be viewed as attempts to critique and shape US and international policy regarding the acquisition and stockpiling of vulnerabilities for offensive purposes. Some of these programs seek to reduce the use of software vulnerabilities for offensive purposes. Bug bounty program have been critical in devising disclosure norms for security researchers and shaping their interactions with software vendors. Not only do these programs encourage research by a global pool of talent through monetary incentives but also they limit non‐disclosure and full‐disclosure, establishing a clear preference for coordination with software vendors. This development is an extension of earlier efforts by software vendors to steer away from full‐disclosure toward responsible and coordinate disclosure mechanisms long favored by software vendors. Often overlooked, these novel programs can in some cases also practically offset limitations by the US Computer Fraud and Abuse Act (CFAA) that stifle security research, providing security researchers clear guidance and scope for their testing and reporting within a particular bug bounty program.

It is an interesting strategy: rewarding researchers who uncover and disclose new flaws in software, applications, and services. Indeed, it borrows some of the logic of open‐source development – taking advantage of a large and talented public to spot and fix flaws to improve cybersecurity for business and users – while attempting to subvert the development of malicious tools by states and criminals. Bug bounty programs are becoming increasingly common and widely adopted; their structure is beginning to develop in novel directions. Bug bounty platforms such as HackerOne and Bugcrowd have helped spread the model to small and midsized technology firms, as well as to other industry sectors. For instance, Samsung offers a bug bounty program that covers its mobile devices; Fiat Chrysler and Tesla, among others in the automotive industry, have turned to bug bounty programs for testing automotive software; and the US government has already conducted several iterations of “Hack the Pentagon” and “Hack the Army,” which found hundreds of security flaws.57 A prominent but late addition to the game was Apple, which long withstood this development; in 2016, however, it embraced a private bug bounty program with a small circle of selected security researchers and five narrow categories of eligible vulnerabilities.58 In terms of bounty size, the high‐end of bug bounty programs has increased the top payouts: Apple and Samsung offer up to $200 000, while Microsoft offers up to $250 000 in their respective bug bounty programs.59

Paying researchers for discovered flaws is, to be clear, not without risks. Creating ongoing programs that offer rewards for new flaws can lead to a flood of reports – both valuable flaws that were missed during testing and irrelevant submissions that are invalid – and tax the ability of development teams to respond in a timely manner. The bug bounty platform Bugcrowd reports that 45.38% of all submissions are invalid, while another 36.23% are duplicates.60 At the same time, as bounty programs become standard, global competition for the most talented researchers might become more intense, leading to an increase in prices for high‐severity, high‐impact vulnerabilities – and thereby making the high end of bug bounty programs a relatively more interesting alternative to selling to the black market. Yet, bug bounty programs do offer real benefits: they can encourage the discovery and report of flaws that would have otherwise gone unreported; they draw on the talents and expertise of a large and diverse set of users; they provide an added layer of security (another line of defense beyond internal testing, third‐party penetration testing, or security audits);61 they can engender goodwill among the researcher community; and they can create uncertainty in the offensive market, possibly invalidating working exploit code through disclosure and patching, as well as driving down prices on black markets as an increasing numbers of bug hunters may codiscover the same or related vulnerabilities in a shorter time period.

Starting from ICT companies, bug bounty programs have been widely adopted in a relative short time, becoming a term of art in other industry sectors as well as in the government. As outlined in this chapter, these programs have had significant effects on cybersecurity at multiple levels and have helped identify and report hundreds of thousands of security flaws. Yet, one critical question about the effectiveness of these programs to improve cybersecurity has not been definitively answered. The effectiveness of fixing a vulnerability – through bug bounty programs or other means – depends largely on the distribution of security flaws in a particular piece of software. If flaws are “sparse,” closing a security hole provides a critical improvement in security. If vulnerabilities are “dense,” however, fixing a bug is essentially irrelevant, as plenty of other security flaws in the same code can be found and exploited.62

In the years since the Snowden revelations, Washington and Silicon Valley have in some ways become increasingly estranged. Issues related to security and privacy have driven a wedge between the two sides. This might have been inevitable: in cyberspace, the exigencies of intelligence collection and military readiness bump headlong into the efforts of large companies to create new software and services that are reliable and secure. Infrastructures are, at their core, a shared resource. New digital tools – messaging apps, web browsers, social networks, standards used for encryption – are all equally available to both the good and the bad. For years, it was taken as gospel that the only ones paying for flaws were on the offensive side of the field. That is no longer true. As companies ramp up efforts to purchase flaws to strengthen the cybersecurity of their software and services, the tension between offense and defense simply becomes harder to ignore. Bug bounty programs are not a cure‐all: they are unlikely to put criminals and spies out of work, and they will certainly never lead to a world of perfect, error‐free code. But, at their best, they offer a meaningful yet imperfect hedge against the growing tide of nasty exploits and attacks.
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Everyone has the right to freedom of opinion and expression; this right includes freedom to hold opinions without interference and to seek, receive and impart information and ideas through any media and regardless of frontiers.

–Article 19, Universal Declaration of Human Rights





11.1 Introduction

The internet has fundamentally upended the rules, norms, and mechanisms governing the flow of information around the world. From the first moment in time when governments kept written records of taxes levied and paid, and merchants kept records of buyers and sellers of goods, the information contained in those records occupied a known physical place (for example, at the business, or in the counting house). If one wanted to review those records, the task was simple: go to the physical place where the records were kept. Records may have been hidden, but they would generally be found near where they were made or used.

Today, however, with the advent of the internet (and other global digital networks), digitized information (hereafter, simply “data”) is regularly stored by multinational companies on computer systems that may be physically located far away from the places in which the data originated or are used. Data are often copied and then stored and/or cached in multiple servers in disparate locations in several countries simultaneously. Through use of modern data‐storage methods, data are increasingly being sliced into small portions (i.e. “sharded”) and then distributed out across the world, shifting from one geography to another, on an automated basis, as more efficient storage space becomes available elsewhere in the world.1

This sea change in the way information moves and is stored around the world is challenging longstanding approaches to controlling information flows. The interrelated questions of who “owns” what data, which sovereign laws apply to which data overseas, and when and how governments should assist one another with law‐enforcement investigations seeking to obtain data have quickly become some of the most vexing and persistent questions of law and policy in the Internet age. Governments, tech companies, and legal and policy experts across the globe are struggling to reconcile the internet's globalization of data with the often‐competing demands of law enforcement, privacy, national sovereignty, and the desire to maintain longstanding notions of international comity and cooperation.

What is emerging is a set of highly complex and intertwined international disputes that are threatening the growth of the internet and the broader information economy, while simultaneously undermining international cooperation on other pressing global issues. Many nations are advancing new legal and policy regimes to address these challenges, regimes that are once again premised on the geographic location of data as a basis for asserting legal jurisdiction, thereby further exacerbating the underlying problem.2 These disputes have become more frequent and more contentious over time, a trend that seems likely to increase. It is becoming clear that the current piecemeal response by the international community to these range of challenges needs to be radically rethought.

This chapter describes these various challenges as a means of illustrating the need for a new and comprehensive approach to data flow controls (we use the phrase “data flow controls” to refer to the broad set of state actions that affect the flow of data, including prohibitions on certain data, retention requirements, or production requirements). To harmonize the various approaches in use today, we propose a new common framework for data flow controls, derived from Control Points Analysis (CPA)3 and the Contextual Integrity Model (CIM),4 two established analytic methodologies designed to allow for technical policy discussions in computer science and digital privacy theory, respectively. Both methodologies avoid using geography as a primary factor in their analytical approach. This chapter also offers some potential avenues for advancing international cooperation on several of the more troublesome international data flow conflicts through new or expanded international cooperation mechanisms, such as treaties and voluntary agreements between states.

This advocacy and proposed common framework for data flow controls should not be interpreted as an endorsement of any new omnibus international legal instrument, such as a global treaty on cybercrime. On the contrary, given the complexity of the problems and the diverse set of interests and stakeholders involved, we suspect that any solution will require multiple arrangements, some legal, some normative, and some procedural. Nevertheless, we maintain that in the absence of a harmonized approach to data flow controls, the escalating fragmentation of the internet5 will further split the global internet into separate, semi‐sovereign networks. This fragmentation, we argue, would fundamentally degrade the internet's future potential for innovation, economic growth, and other social, scientific, and democratic advancements we have come to expect from today's globally accessible and interoperable network.6 The status quo of conflicting data flow controls is no longer sustainable; a fundamentally different approach to data and jurisdiction is required.



11.2 The Challenge of Extraterritorial Data

Government efforts to regulate data flows and investigate and enforce their laws are substantially challenged by transnational data flows. This challenge has motivated government actions that present substantial risks to the open and interoperable nature of the internet, and the potential of the internet to fuel the information economy and realize the human right to send and receive information regardless of frontiers. Accordingly, understanding and addressing the challenges that transnational data flows present to legitimate government activities is essential for realizing the full potential of the internet.


11.2.1 The Challenge to Law Enforcement

A core function of any government is the enforcement of law, particularly criminal law.7 However, this function is challenged by modern transnational data flows and the resulting inability of governments to access, or control, the information necessary to effectively investigate and enforce their laws. In the pre‐internet era, there were comparatively few and limited circumstances in which law‐enforcement officials needed to exert their legal authorities overseas.8 Police might have needed to track a murder suspect escaping to a neighboring country or to investigate an organized crime group laundering money through an overseas bank. However, with the rise of globalized information flows and commercial storage practices, data necessary to investigations and prosecutions are now located all over the world and entirely under the control of private companies; even routine investigations of an entirely domestic nature often now require law‐enforcement officials to seek out critical evidence stored beyond their borders.

Cross‐border law‐enforcement information sharing has historically been provided through negotiated assistance among national governments, most importantly through the mutual legal assistance treaty (MLAT) system. MLATs are broadly worded bilateral and multilateral treaties designed to allow for cooperation on a specified range of law‐enforcement issues, such as locating and extraditing individuals, freezing assets, requesting searches and seizures, and taking testimony.9 In recent years, the MLAT system has struggled to keep pace with the growth of globalized data and the expansion of cloud‐based services and data storage.10 The total number of MLAT requests has skyrocketed as data critical to domestic investigations have moved overseas. The United States Department of Justice (DOJ), which both processes MLAT requests from other governments and issues MLAT requests for overseas assistance with its own investigations, estimated in 2014 that over the past decade the “number of MLAT requests for assistance from foreign authorities has increased by nearly 60 percent, and the number of requests for computer records has increased ten‐fold.”11

Additionally, the digital issues falling under MLAT provisions have grown vastly more complex in recent years, exceeding the scope of the treaty language. Most of today's MLATs were drafted prior to the internet's widespread global adoption and therefore few of the treaties address core questions of data jurisdiction, such as how to treat data held overseas by a subsidiary of a domestic parent company. Perhaps, most significantly, MLATs frequently do not specify what constitutes “protected data” or under what conditions “content” differs from “metadata” for the purposes of information sharing.12 This lack of clarity and agreement on terminology hinders cooperation between states with differing domestic legal regimes and understanding of these terms.

The increase in MLAT requests and the accompanying legal uncertainty surrounding how and when privacy and data protection regulations apply in investigations have caused significant delays in responding to requests for legal assistance. The President's Review Group on Intelligence and Communication Technologies (the independent review board tasked with assessing US intelligence collection practices following Edward Snowden's disclosures) estimated in 2013 that it takes an average of 10 months for the DOJ to process MLAT requests, and can take years.13 Foreign countries' processing of MLAT requests is similarly drawn out, and can take far longer.14

Further adding to the MLAT backlog, various so‐called “blocking features” in domestic privacy law often prohibit or constrain online hosts and providers from responding to data requests by foreign authorities directly. These blocking features, such those as contained in the Electronic Communications Privacy Act (ECPA)15 in the United States, are intended to provide privacy protections to domestic citizens by preventing companies operating domestically from being compelled to transfer data to foreign law enforcement without a preliminary government review to ensure that the overseas request is valid.16 But as more and more of the world's data is stored outside of national jurisdictions, most critically in the United States where the blocking provisions of ECPA are in force, governments around the world are finding that legal provisions designed to protect privacy are today forcing law‐enforcement agencies to operate exclusively through the MLAT system, thus significantly delaying, or even preventing, otherwise lawful government access to data critical to domestic criminal matters.

Expectedly, such delays are simply unacceptable to law‐enforcement officials who urgently need information for their cases. As the UK Independent Reviewer of Terrorism Legislation, David Anderson QC, summarized in his 2014 Report, “There is little dispute that the MLAT route is currently ineffective. Principally this is because it is too slow to meet the needs of an investigation, particularly in relation to a dynamic conspiracy; a request to the United States, for instance, might typically take nine months to produce what is sought.”17 For example, the Brazilian government has been frustrated by extended delays in the MLAT system, especially pertaining to its request for information from Google's US‐based servers for several cases pending before the Brazilian Supreme Court.18 India too has found the MLAT process with the United States to be ineffective. It has often invoked the US–India MLAT to request that America serve summonses on Google, Facebook, Twitter, and others for failing to prevent the dissemination of online speech prohibited under Indian law, but these requests have been repeatedly rejected due to US civil liberties requirements and privacy protections enshrined in ECPA.19 The United Kingdom, France, China, and many others have faced similar obstacles to receiving data or enforcing domestic laws.

US law enforcement has likewise found that the MLAT system can be an ineffective means of acquiring data stored overseas, despite the United States' unique position as the home of the lion's share of stored electronics communications data maintained by United States‐headquartered technology companies. Rather than waiting months for an MLAT request to be fulfilled, the US has regularly relied upon court orders to compel providers to produce data directly, regardless of where that data might be stored. Yet, even with court orders in hand, US law‐enforcement officials are experiencing challenges. Most famously, in the Microsoft Ireland case,20 the DOJ is seeking data from a Microsoft Outlook account based in Ireland for a criminal investigation in the Southern District of New York. Prosecutors obtained a Stored Communications Act (SCA) warrant instructing Microsoft to produce information from the Ireland‐based account directly. Microsoft challenged the warrant, however, based on the legal assertion that the SCA does not permit extraterritorial application to data stored outside of the United States.21 This argument persuaded the Second Circuit panel that heard the case,22 but the US government sought review by the Supreme Court,23 which on 16 October 2017 agreed to take up the case.24 But one policy consideration was also central to Microsoft's position: the company argued that circumvention of the MLAT process sets a troubling precedent for future extraterritorial data requests. Meanwhile, the Irish government both noted that they would consider a MLAT request made by US authorities, and that under Irish law their courts have the authority to compel the production of documents stored abroad, but seek to avoid violating the law of a foreign sovereign. However, the Irish government was silent on the question of whether there would be a violation of their domestic laws if Microsoft was compelled to produce data stored in Ireland.25

The Microsoft case is hardly unique; other cases touching on similar transnational data access challenges have gained national attention, and at times involve exigent matters, which the MLAT process is particularly ill‐suited to address in a timely matter. For example, in January 2017, a Mississippi investigator obtained a search warrant for an e‐mail account of a suspected criminal involved in exchanging and viewing images of child exploitation, but as of June 2017, the contents of the account – which are stored outside of the United States – had not been provided to law enforcement.26 In California, likewise, investigators have waited months to receive the contents of an overseas account pertaining to the disappearance and suspected murder of a young girl.27

Central to the argument of this chapter is the fact that MLATs and existing legal regimes have at times been ineffective not because they are slow or because their language fails to account for digitized information, but because the data required by law enforcement are not located in any specific single geographic location. This has been the situation in a number of prominent court cases involving Google, which as a regular practice stores data in a cloud architecture through a process called “sharding.”28 The sharding process splits data into small portions that are in turn spread out and stored in multiple Google servers, which are themselves often spread across several countries. In such a data storage model, it is impractical to identify what government has jurisdiction over the information when using a geographic basis for such issues. As of September 2017, at least 11 magistrate and district judges, outside of the Second Circuit, have rejected that court's analysis in Microsoft Ireland.29 Instead, they have ruled that Google is required to reassemble the needed data and turn it over to law enforcement in the United States, irrespective of where those pieces of information are located.

While these rulings do little to resolve the underlying international policy questions surrounding jurisdiction over data, they do represent a pragmatic recognition by the US courts that the geographic location of data should not be a predominate question. Rather, these cases were decided, consistent with US law‐governing subpoenas, on the grounds that the entity (here, Google) was lawfully subject to the government's subpoena process, and had the power to produce the information. The courts did not focus on the location in which the data were stored as the particularly relevant factor.30 Of course, while this pragmatic approach by many courts may be advantageous to US prosecutors and regulators, it provides no assistance to their foreign counterparts, whose governments have no such robust authority over Google and the other American internet giants.




11.2.2 Alternative Approaches to MLATs

It is clear that the MLAT system in its inefficiency has in many ways failed to address the challenges of transnational law‐enforcement cooperation in the modern internet era. It can be argued, as the US entered into the majority of its existing MLATs prior to the advent of the cross‐border data‐flow phenomenon, that MLATs are further philosophically unsuited to answer the challenges presented by balancing operational efficiency in law‐enforcement response with a considered decision on the merits of a particular form of process – to say nothing of a government's entire system for issuing process. Reform of the MLAT system (i.e. modernizing the mechanisms by which data requests are processed, increasing funding to speed up MLAT request processing, or renegotiating the treaties to account for modern digitized evidentiary requirements) has become the elementary fix and the topic du jour of academics and justice ministries around the world looking to address this problem.31 But while discussions of MLAT reform have proliferated and raised a number of potentially fruitful improvements to the existing system,32 the reality is that little actual substantive progress has been made to date. MLAT modernization efforts have been lethargic. In fact, the problem seems only to be getting worse, as governments are finding that the MLAT system simply does not allow – and indeed may not be structurally designed to allow – for the kind of rapid international cooperation that is required in today's globalized digital environment.

As a result of glacial progress on MLAT reform, and in recognition of the increasing demand for transnational access to evidence, governments are now looking for alternative approaches, or by‐passes, to MLATs as a means of acquiring the data they need. One seemingly straightforward solution has been simply to enable domestic law‐enforcement authorities to have expanded reach into overseas jurisdictions. For instance, lawmakers in the United States have been exploring whether or not to amend the SCA to clarify that court orders, issued pursuant the act, can compel the production of data stored outside of the United States, thus by statute effectively overturning the Second Circuit's ruling in Microsoft Ireland.33

Other governments are taking the expansion of their police power in a far more problematic direction by seeking to provide their law‐enforcement agencies with the authority to forcefully infiltrate (i.e. to hack) the computer systems of companies overseas, with little regard for the laws of other countries or the privacy and property rights of foreign companies and individuals. State‐authorized hacking allows law‐enforcement agencies to access the data directly without having to use a MLAT, and without having to obtain the cooperation of the private company with access to the data.34 Of the countries pursuing this approach, China appears to be acting most conspicuously. There, regulations issued in 2016 – by the Supreme People's Court, the Supreme People's Procuratorate (China's prosecutor), and the Public Security Bureau – appear to authorize “the unilateral extraction of data concerning anyone (or any company) being investigated under Chinese criminal law from servers and hard drives located outside of China.”35 Others describe this regulation as merely restating what has been longstanding Chinese law‐enforcement practice.36 Either way, the 2016 regulation makes it clear that Chinese law‐enforcement agencies are permitted, under Chinese law, to remotely access any computer system anywhere in the world.37

But the Chinese are not alone. Under recent revisions to Rule 41 of the Federal Rules of Criminal Procedure, the United States has clarified that magistrate judges have the jurisdiction to issue search warrants authorizing law enforcement to “lawfully hack” computer systems that are in unknown locations – which may lead to US authorities unwittingly searching computers located overseas. Specifically, under Rule 41, magistrate judges have the power to issue search warrants to US law enforcement in situations in which the location of the computer “has been concealed through technological means,” or in the case of a botnet where computers “have been damaged without authorization and are located in five or more districts.”38

It can be argued that these readings of Chinese and American approaches (or at least authorities) are vastly divergent in their scope, with the US powers much more narrowly tailored, and of course subject to review of judicial officers not subservient to law enforcement. But as many prominent computer security experts have noted, the “lawful hacking” approach (which has been discussed in other settings at length, often in the context of the “going dark” debate39) risks further undermining global cybersecurity by adding law‐enforcement agencies to the already crowded cadre of militaries,40 intelligence agencies, and cybercriminals that are routinely hacking overseas computer systems and stockpiling software vulnerabilities and offensive exploits, rather than working with technology providers to correct those vulnerabilities.41

Some observers have proposed a kind of hybrid model that considers a number of factors to determine what process the governments should use to obtain data. For example, a July 2017 paper published by the Information Technology & Innovation Foundation (ITIF) proposed a model that focuses first on the location of the stored data, with the location of the business itself as a second factor.42 However, such a model fails to consider the location of the crime, the nature of the offense, or situations in which a business intentionally obscures its location. Like the other alternatives to MLATs, this approach seems to reinforce the anachronistic notion that the geographic location where data are stored is a particularly relevant consideration, ignoring the reality that the geographic location of data is often unknown.43

More promising efforts have focused on creating new diplomatic arrangements, separate from, but complementary to, MLATs, which would allow law‐enforcement agencies to directly request data from overseas firms in the participating countries.44 Most notably, the US and UK governments have been exploring a new diplomatic and legal instrument, the UK–US Bilateral Agreement on Data Access,45 as a potential path forward. If accepted by both nations, the Agreement would provide law‐enforcement agencies of the two countries with an effective alternative to the MLAT system (under certain specified conditions and subject to new oversight mechanisms) and permit them to make requests for data to the providers holding the data directly. Adoption of the proposed agreement, however, would require that the United States amend ECPA to allow American companies to fulfill UK requests for data without violating ECPA's “blocking features” that now prevent American companies from complying with foreign law‐enforcement requests that have not gone through the US justice system.46 Negotiators on both sides of the Atlantic are hoping to extend this system to additional countries as well, but it is currently unclear how this kind of arrangement47 might expand beyond the United States and United Kingdom to countries with less similar or less well‐developed legal systems that have fewer comparable oversight mechanisms.48



11.2.3 The Challenge to Regulators

Law enforcement's inability to access data stored overseas may be the primary driver of the debate surrounding data jurisdiction, but other unresolved questions of extraterritoriality present similar challenges and place additional pressure on existing systems of international cooperation. These questions span sectors, and include financial regulator issues and divergent notions of intellectual property protection. But, perhaps most importantly, the regulation of online speech, content, and privacy has emerged as the most contentious and impactful challenge in matters of public policy and international cooperation.


11.2.3.1 Content and Speech

From the earliest days of the internet, governments have encountered significant difficulties in curtailing the production and distribution of illegal, illicit, and/or harmful content online. However, as an increasing percentage of the world's content becomes digitized and made available globally, allowing internet users in one country to view or host content that is illegal in another, the challenges surrounding the control of content and speech have greatly proliferated and intensified.

This is primarily due to the fact that rules covering control of and access to information vary widely from country to country. In the United States, for instance, while the First Amendment protects most forms of speech online, certain forms of information and content – such as child pornography or defamatory speech – are still prohibited or actionable under US law. For democracies without American‐style First Amendment protections, such as in western and central Europe, the range of restricted speech and content is generally broader and more fluid. Domestic laws and regulations in these countries may prohibit such content as hate speech or radicalizing propaganda (categories of speech generally protected in the United States). Limitations are often even more expansive in authoritarian countries or in countries with strict religious laws, where broad categories of content that challenge the state or insult religious figures or symbols are strictly prohibited. In all these countries, democratic or otherwise, there are unique intellectual property rules limiting what movies, music, and other protected material internet users may access, rules that are often rendered toothless when the proscribed material is hosted overseas.

These disparate national approaches to speech and content are substantially challenging anachronistic notions of national sovereignty based primarily on geography. Regulators are finding that they are often unable to force providers and hosts to take down content that is prohibited under their nation's domestic laws. Content providers and internet intermediaries are all being caught in the middle of intersecting legal systems and contradictory demands from regulators, forced to decide between two sets of government rules, or to judge the legal merits or human rights implications of a particular request.49 Often, providers are unable to remove content in response to the demands of one country without potentially violating the laws of another. They are frequently left with no option but to take no action at all, which is, needless to say, entirely unacceptable to government agencies looking to fulfill their regulatory missions.

The recent Canadian case of Google v. Equustek provides an instructive example of how the enforcement of domestic content rules can have significant extraterritorial impacts. The case stems from a dispute between Equustek, a Canadian company, and Datalink, an American company, over Data link's alleged unlawful acquisition of Equustek's confidential information and trade secrets and subsequent sale of counterfeit Equustek products. Equustek obtained an injunction from a British Columbia court that ordered Google (which, while not a party to the underlying litigation, provided search results linking to Datalink websites) to remove the infringing websites from its search index. This was an order to remove links to the infringing websites not just for searches initiated by persons located in Canada, but by all searchers everywhere, amounting to a global takedown order. Google challenged the court order, but its appeal was ultimately denied by the Court of Appeal for British Columbia, a ruling which was then upheld by the Canadian Supreme Court.50 Google has subsequently filed a complaint51 in the Northern District of California, challenging the enforceability of the Canadian ruling; it argues, among other things,52 that enforcement in the United States would violate the First Amendment.

Google and others53 have noted that the Equustek cases present a potentially calamitous precedent. As Andrew Woods notes, “[t]he parties [did] not dispute Canada's authority to settle the underlying lawsuit between Equustek and Datalink, nor do they dispute Canada's authority to enjoin Google from displaying content that violates Canadian law. Rather, the parties dispute the territorial reach of that authority.”54 By requiring Google to delist Datalink websites worldwide, the Canadian Equustek ruling has set a precedent that, if adopted in other jurisdictions, could result in forcing internet intermediaries like Google to remove any offending material globally at the order of any court in any country. As Daphne Keller writes, “[t]he [Equustek case] was closely watched in part because of the message that it sends to other courts and governments, which are increasingly asserting their own appetites for global enforcement of national laws.”55

The issues raised by court rulings that purport to have a global reach are similar to those seen in the so‐called “right to be forgotten” debate, which concerned the question of whether internet users have a right to “de‐index” certain information about themselves from internet search results. This debate goes back to 2013, when the European Court of Justice ruled56 that European Council Directive 95/4657 empowers Europeans who feel they are being misrepresented by search results that are no longer accurate or relevant (for instance, information about crimes committed as a minor) to force search engines, like Google or Bing, to “de‐index” that information from search results. The information in question would remain online at the original website, but would no longer come up under certain search engine queries.

De‐indexing in this context presents search engines with a significant challenge, one similarly raised in the Equustek case: Can a search engine remove or de‐index a particular web page in one country without deleting that information globally? In response to this challenge, Google and others have tried to limit de‐indexing measures to those searches made within the jurisdiction of a particular request by using geolocation techniques58 and by only de‐indexing searches made within specific country‐code top‐level domains (such as www.google.fr for de‐indexing requests made in France). According to Google, regulators (especially in Europe) have found this limited approach unacceptable.59 They have noted that internet users can easily circumvent these measures by visiting www.google.com, and thus have insisted that results be removed on a global scale. In light of the push by countries in Latin America,60 Asia,61 and elsewhere for their own de‐indexing requirements, the growth of the “right to be forgotten” trend seems likely to continue, and the conflicts surrounding the extraterritorial application of domestic law and incompatibility of national approach likely to intensify.



11.2.3.2 Privacy and Data Protection

We are witnessing a similar conflict between divergent national approaches with respect to online privacy. Lawmakers around the world have been working to modernize national privacy and personal data‐protection rules to keep pace with developments in the collection, control, and sharing of personal information. Often contained within these modernization efforts are regulatory provisions that, as a prerequisite for the cross‐border transfer of personal information to another country, require a third country receiving personal data to have its domestic privacy protections deemed “adequate.”62 Most notably, the European Union has taken this approach63; however, it is also being adopted as a generalized model in other large markets, such as Brazil.64 China65 and Russia66 have imposed even more onerous requirements on personal data transfers.

Yet, while these kinds of arrangements might be well‐intentioned efforts to protect personal data (some question if such policies are actually disguised attempts at trade protectionism or backhanded efforts to enable law‐enforcement access to data), the incompatibility of the various national approaches risks fracturing the internet by preventing data flows to countries with perceived “inadequate” data‐protection rules or oversight. Indeed, this risk of a catastrophic fissure in the internet nearly became a reality in 2015, when the European Court of Justice invalidated the longstanding EU–US Safe Harbor Agreement,67 which had previously provided protections for European personal data to travel to the United States.68





11.3 The Threat of Data Localization

In response to all these various interrelated challenges – law‐enforcement access to evidence, conflicts over intellectual property protection, content regulation, online privacy, etc. – a number of governments have implemented, are implementing, or are considering implementing so‐called “data localization” requirements. These are rules that seek to limit the storage, movement, and/or processing of data to specific geographies and jurisdictions, or that limit the companies that are legally permitted to manage data based on the company's nation of incorporation or principal site of operations and management.69 To date, more than 20 countries have implemented or are considering implementing such restrictions.70

Through these data localization measures, governments are seeking to address in one fell swoop their difficulties in obtaining what they believe is appropriate relief in foreign jurisdictions (principally in the United States), as well as the inability of their law enforcement and regulatory agencies to control data or access the data they want. But once again, while efforts to put in place such measures might in many cases be well‐meaning (although, it must also be noted that there is a protectionist incentive at play here as well, with some governments offering security and privacy concerns as a pretext for erecting trade barriers through these policies), data‐localization rules are problematic on a number of fronts. By restricting data flows and competition between firms, data‐localization policies raise costs for internet users and businesses and reduce technological innovation. In countries with underdeveloped oversight mechanisms, they may enable domestic surveillance and abuses of power. Perhaps, most worryingly, data localization policies, if implemented on a wide international scale, risk profoundly fragmenting the internet, turning back the clock on the integration of global communication and commerce, and putting into jeopardy the myriad of societal benefits that a globally integrated internet has engendered.

Moreover, data‐localization policies actually do little to improve security or to protect privacy. The global nature of internet communications has made data security or privacy almost entirely independent of location. Data breaches can and do occur anywhere, and privacy violations happen in every country. Security and privacy are primarily functions of the quality and effectiveness of the mechanisms and controls maintained to protect the data in question, not where the data physically resides. What matters is not where data are stored, but how they are stored. Even with respect to law‐enforcement access, data‐localization policies are generally not an effective means of providing access to data, as recent criminal cases involving encryption have demonstrated.71

Ultimately, data‐localization policies should be viewed as an understandable – however, deeply flawed and problematic – reaction by governments unable to cope with the diverse set of challenges presented by the globalization of data described above (as well as other challenges that were not discussed).72 But, data localization policies are not a viable solution to the range of problems governments are facing, and are likely to do far more harm than good. They present a host of unintended consequences, and only serve to further institutionalize, and thus perpetuate, outdated notions of geography and jurisdiction that, as we have shown, do not comport with the realities of data in the twenty‐first century.73 An alternative to data localization – and, relatedly, to data transfers predicated on the notional protection of privacy – is desperately needed.



11.4 A New Approach to Data Flow Controls

The diversity and complexity of the legal and policy challenges described above, and the requisite international policy coordination required to address these challenges, are unquestionably daunting. Efforts to resolve one conflict only seem to create or exacerbate another. It has become clear that an entirely new framework for thinking about data and jurisdiction is needed, as well a renewed global effort to harmonize the rules, norms, and mechanisms of international cooperation.

Considering the inherent contradictions of geography‐based controls described above,74 we propose a common framework for data flow controls that uses a limited set of relevant premises for data flow controls, applied based on a state's relationship with certain control points, rather than on the physical location of data. This proposed policy framework does not itself harmonize data flow controls among nations; rather, it provides policymakers with a common lexicon and ontology to discuss and formulate agreed‐upon standards for data flow controls. It is a framework that could be leveraged as the basis for new or expanded international agreements, regulations, and/or statutes, and even could help facilitate the automation of data flow processes, such as MLAT requests.


11.4.1 Control Points Analysis

Governments have consistently demonstrated that they have robust means of exerting sovereign control over communications,75 irrespective of the location of that data. This sovereign control is exerted through control points,76 the levers of control over a particular information system. These include such entities as search engines, internet service providers, hosting companies, and payment service providers, as well as technical infrastructure over which those entities have control. CPA, as described by MIT's David Clark, is a methodology for identifying the elements of a system necessary for its functioning, and the actors that have power and control over those various functions.77

Thus, CPA provides a practical methodology for identifying the full set of entities involved in a data flow and the options for impacting that data flow. By focusing on the full set of control points, rather than the physical location of data storage or hosting, governments can identify opportunities to exert appropriate sovereign influence over a data flow. They can do this through the actors that have control of key component mechanisms of a data flow, independent of the geographic location of the data in question. Accordingly, any effort to establish a data flow control should begin with an analysis of the available control points as a means of identifying the full range of actors and options available to achieve the desired effect. Based upon that analysis, policymakers can then determine the most appropriate action in a particular circumstance. In this approach, geography is no longer the primary analytical consideration.

However, adopting a non‐geographic jurisdiction model based upon CPA does not render geography irrelevant to policy considerations. Many geographic factors remain critical, including the physical location of companies, their infrastructure and customers, and their employees' workplaces and residences. Moreover, CPA does not resolve the critical normative and policy question of which legal obligations should be imposed on the various control points; rather it provides policymakers the full range of options by focusing on their relationship with, and influence over, the various control points. Policymakers must still identify which control point(s) are the most appropriate to leverage, how and when to restrict actions taken toward specific actors that maintain influence over specific control points, and what enforcement and appeal mechanisms should be available for achieving the desired impact. Throughout this entire process – from control point identification to selected government action – it is necessary to ensure that such determinations are grounded in sound legal, ethical, and normative principles, rather than nationalist or populist political considerations (here, using a multistakeholder process can help to ensure a fulsome consideration of the merits of a particular control).

As an example of this process in action, and the kinds of constraints governments need to weigh, consider the challenge of the “right to be forgotten” highlighted in section 11.2.3.1. In addition to identifying which control points are available to enforce de‐indexing orders, governments need to decide on the most appropriate control point to leverage: search engines (which have the ability to de‐index certain search results), the platforms that supply the data, the domain registrars that host the data, or the internet service providers (ISPs) that serve the data to a particular audience. In certain cases, perhaps all four control points – search engines, platforms, domain hosts, and ISPs – should be leveraged in tandem. CPA alone does not determine which actions should be taken against which control point(s). Instead, it aids in identifying the full set of control points and associated entities involved in the data flow, thus enabling policymakers to identify the most appropriate control point for achieving a particular effect.



11.4.2 A Common Framework for Data Flow Controls

In order to help governments decide when and how to utilize the control points available to them, we suggest employing a policy framework derived and abstracted from Helen Nissenbaum's popular CIM.78 CIM provides a common set of factors for determining privacy‐appropriate data flow controls based upon both the normative and legal privacy standards of a particular “context,” such as healthcare or finance. It “ties adequate protection for privacy to norms of [those specific contexts], demanding that information gathering and dissemination be appropriate to that context and obey the governing norms of distribution within it.”79 Importantly, it does not include a reference to the location of information, thus providing a framework for protecting privacy, without instituting geographic‐based controls.

Nissenbaum describes the fundamentals of CIM norms based on five independent parameters or criteria. These five factors help policymakers identify whether or not data flows or data flow controls are appropriate from a privacy perspective based upon contextual information norms. They include:


	The data subject (such as a hospital patient, a customer, or a viewer of a movie)

	The sender of the data (such as a bank, the police, an online retailer, or a friend)

	The recipient of the data (such as a bank, the police, an online retailer, or a friend)

	The information type (such as e‐mail contents, metadata, or social security numbers)

	The transmission principle (such as consent, coercion, theft, or sale)



While the CIM was designed specifically to address privacy of digital communications, by generalizing Nissenbaum's model, we seek to address the full range of data flow issues through a single ontology that is interoperable and consistent with the existing CIM framework (which is already widely used and recognized by privacy practitioners and theorists). Accordingly, we propose a three‐factor model for instituting data flow controls, which is premised on: (1) An entity's role in the data flow, (2) the nature of the data, and (3) the ownership, access, or other rights to the data.


	An entity's role in the data flow80



An entity's role in the data flow includes not just the sender and recipient but also the creator, transmitter, storage provider, transporter, software system provider, platform owner, and domain name registry, among others. Essentially, this factor encompasses any entity, identifiable through CPA, that has a role – and therefore ability – to directly affect the data flow from creation to reception, rather than simply the sender and recipient specified in the CIM. States have a variety of means to exert sovereign control or influence upon such entities, often independent of their physical location, and often seek the assistance of foreign states to do so.


	The nature of the data81



The nature of the data refers to a wide variety of specified categories of data. For example, this could be health information of a patient, sensitive personally identifiable information, hate speech, child pornography, or evidence of a crime. Data may fit in within multiple categories, and nations will certainly disagree over the categories of data and the associated controls they should leverage over such categories.


	Ownership, access, or other rights to the data82



Ownership or access rights to the data refers to who has lawful authority over or right to the data. For example, the copyright holder possesses certain rights to the data, law‐enforcement authorities have legal authority to access to data in particular circumstances, and the person who is the subject of the data may have some rights related to the data flow.
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These three factors could serve as the legal or policy basis by which a government authority may compel an entity involved in the data‐flow process to take a particular action. For example, a government may require a bank to: (i) preserve information about a customer's account, (ii) keep records of who created or sent particular funds relevant to that account, (iii) provide account data to a third party (for example, a law‐enforcement agency), (iv) implement particular security protections to safeguard that account data, or (v) ensure the integrity of the data in question. All such requirements are applied to an entity involved in the data flow (e.g. bank) to a specific nature of data (e.g. account records), and based upon their rights to the data (e.g. information already in the bank's possession). The geographic location of the entities being compelled still matters, but the location of the data itself is irrelevant.

Again, this policy framework does not itself harmonize data flow controls across countries. Rather, it can provide policymakers with a common vocabulary and ontology to discuss and formulate agreed‐upon standards. The legal and normative particulars of the various types of controls (for instance, requirements that a request go through independent judicial review or receive the consent of the owner or subject of the data) will, in each country, generally be based upon the laws and norms of that country's particular legal system. Nations are certain to differ regarding the categories of data upon which they impose these controls, the entities upon which they exert those controls, and the types of controls that they implement. These differences present their own risks. Less democratic countries will likely maintain a far more flexible interpretation of governmental powers than those countries in which the rule of law is robust. There will be opportunities for authoritarian governments to abuse a control point framework, such as we have described, toward undemocratic ends. Nevertheless, it is not clear that a control point framework would be any worse in that respect than the existing geographic‐based system, and it could potentially be significantly better. After all, the process of harmonization would necessarily embed less democratic countries into global diplomatic arrangements that would promote and reward domestic reforms. In any case, it is difficult to imagine that working toward harmonization, based upon our three‐factor model, would not substantially improve the effectiveness of today's deeply flawed efforts at controlling data flows.




11.5 Recommendations

Fostering a harmonized international system that supports appropriate transnational data flows, under a common framework for data flow controls, will require engagement on numerous contentious issues, including international law‐enforcement cooperation, privacy, intellectual property, and even cybersecurity. Many, if not most, of the negotiations on these matters will need input and buy‐in from lawmakers, various government ministries, and industry and civil society stakeholders. Accordingly, we recognize that there is unlikely to be broad international consensus on the key normative obligations and constraints that determine the appropriateness of data flows, or the suitable set of state controls to enforce new normative or legal agreements. Nevertheless, progress can be made in incremental steps, using the framework we have described as a basis for additional harmonization efforts.


11.5.1 Recommendation One: Establish a Common Framework for Data Flow Controls Through the Development of International Standards, Norms, and Principles

As a first step toward harmonization, states will need to arrive at a baseline agreement on terminology, norms, and the scope of data flow policy issues, for both control points (CPA) and the policy considerations that determine the appropriateness of particular government actions. One potentially useful example of such a baseline agreement is the “Asia‐Pacific Economic Cooperation (APEC) Privacy Framework” (“Privacy Framework”),83 which has been used by the APEC member economies since 2004 to fashion comprehensive privacy legislation, and by industry groups and individual companies to implement self‐regulatory standards.84

The APEC Privacy Framework is comprised of nine guiding principles, and accompanying guidance on implementation to assist APEC Economies in developing consistent domestic approaches to personal information privacy protections. Unlike the EU Data Protection Directive, referenced above, the Privacy Framework is not binding and explicitly notes that APEC member economies will vary their implementation of the principles contained in the framework based upon “differences in [their] social, cultural, economic, and legal backgrounds.”85 By providing this kind of flexibility, the Privacy Framework seeks to reconcile digital privacy with business and societal needs, and, at the same time, accords due recognition to cultural, legal, and other diversities among member economies. The APEC Privacy Framework was modeled on the OECD “Guidelines Governing the Protection of Privacy and Transborder Data Flows of Personal Data” (“OECD Guidelines”), which at that time represented the most widely shared international consensus on “what constitutes fair and trustworthy treatment of personal information,”86 and has since been updated to take into account additional business and consumer input.

A similar approach to the APEC Privacy Framework could be developed to address other thorny jurisdictional issues, such as cross‐border law‐enforcement cooperation, using a control point methodology. Government officials, companies, and civil society groups could come together and create a list of principles, implementation guidelines, and enforcement and arbitration mechanisms to govern law‐enforcement requests for data outside of a MLAT context, for instance, or for best practices for hate speech and intellectual property violations. The United Nations Group of Governmental Experts on Developments in the Field of Information and Telecommunications in the Context of International Security (UNGGE), which has since 2004 has sought to develop international norms for responsible State behavior for offensive cyber activities, could also provide some lessons for how to, or how not to as the case may be, reach broad international agreement on baseline standards for cyberspace issues.87

Some of the largest internet companies have already endorsed and sought to substantively advance this kind of standards‐based approach to data flow controls.88 For instance, Google, focusing specifically on the question of law enforcement's extraterritorial access to data, has proposed that “countries that honor baseline principles of privacy, human rights, and due process should be able to make direct requests to service providers for user data that pertains to serious crimes that happen within their borders and users who are within their jurisdiction.” Google goes on to recommend that “[the] United States and foreign governments … sign new agreements that could provide an alternative to the MLAT process,” based upon adherence to those principles, and identifies categories of standards for the US government to promote, pertaining to such criteria as notice, redress, and reciprocity. Most importantly, Google notes that “[l]aw enforcement requests for digital evidence should be based on the location and nationality of users, not the location of data” (emphasis added).89

In its proposal, Google does not attempt to offer its own set of standards. It instead relies on those standards identified by the DOJ in its effort to develop the UK–US data access agreement. Yet, while DOJ's set of baseline standards might serve as a starting point for further discussions, a far broader range of stakeholders beyond government officials ought to be included in the discussion and decision‐making process for a standard or group of standards to be viewed as broadly legitimate. Such stakeholders should consider how the UK–US data access agreement could be modified to accommodate participation from a broader set of countries.

Fortunately, a number of groups are already taking on the task. One in particular, the Internet and Jurisdiction Policy Network (I&J),90 based in Paris, has been seeking to bring in such a broader coalition. Since 2012, the I&J has been convening multistakeholder dialogs to advance collaboration on a number of the jurisdictional challenges highlighted above.91 It has established three working groups (one addressing questions of data and jurisdiction, one focused on content and jurisdiction, and another on internet domains and jurisdiction) to develop standards for user notification, authentication of requesters, and the establishment of single points of contact for various data flow issues. Notably, among the preliminary policy recommendations of the process is an acknowledgement of “the strong benefit in moving away from [geographic‐based] criteria and replacing it by the notion of control.”92 The work of the I&J is still in its early stages, but the initiative and others like it have the potential to help facilitate the kind of baseline agreement needed to harmonize national approaches.



11.5.2 Recommendation Two: Formalize Agreed‐upon Standards, Norms, and Principles Through the Adoption of Voluntary and Treaty‐Based International Agreements

Reaching agreement on standards and principles based on a common framework, such as the one we have proposed, is just one piece of the harmonization puzzle. Those agreed‐upon standards and principles must in turn be inserted into domestic law and policy and formalized through international agreements. Implementation can take place in a number of venues, both internationally and domestically; it can be carried out through voluntary and involuntary agreements between states.

Here again the APEC Privacy Framework provides an instructive example of a voluntary, principles‐based approach. Since 2011, the Privacy Framework has served not just as a baseline agreement on principles and guidelines for data privacy, as described above, but also as the basis for the APEC Cross Border Privacy Rules (CBPR) arrangement,93 a voluntary, accountability‐based system designed to facilitate privacy‐respecting data flows among APEC economies. The CBPR system creates baseline standards that companies and governments can follow and reference, as well as mechanisms for enforcement and dispute resolution. It has allowed for interoperability on personal data‐protection regulations across vastly different national environments. Under the CBPR system, companies and organizations that have a presence in the member countries – and that have adopted the system, and chosen to implement privacy policies and practices consistent with the APEC Framework – gain certain regulatory protections when transferring certain private information to and from member countries. Once an organization has been certified for participation in the CBPR System by an APEC‐recognized “Accountability Agent,” these privacy policies and practices become legally binding and enforceable by a domestic government authority, such as a regulator, to ensure compliance (for instance, in the case of the United States, the Federal Trade Commission can levy penalties against companies for failing to meet their CBPR obligations). Similar voluntary, yet domestically enforceable, arrangements could be developed in other areas as well, and in such venues as the G7 and G20 forums.

In certain cases, even more formalized approaches to harmonization may be necessary. For instance, international trade agreements such as the attempted Trans‐Pacific Partnership (TPP),94 the proposed Transatlantic Trade and Investment Partnership (T‐TIP), or the Trade in Services Agreement,95 might provide a constructive avenue to cement standards and principles, based on a common frame for data flow controls into law. A number of these agreements already contain draft language addressing questions of data localization. But, trade agreements could also enable countries to agree on broader issues of data flow governance. By linking data flow questions to matters of trade, harmonization could substantially improve the global digital economy, similar to the way that the 1958 “Convention on the Recognition and Enforcement of Foreign Arbitral Awards” (also known as the “New York Convention”) impacted international business. The New York Convention provided common legislative standards for the recognition of arbitration agreements, as well as court recognition and enforcement of foreign and non‐domestic arbitral awards.96 However, trade negotiations often take decades to complete,97 if they are completed at all, and thus may not be the most appropriate means of reaching agreements on quickly moving and geopolitically complex technology policy issues.



11.5.3 Recommendation Three: Reform Domestic Law and Policy Frameworks Consistent with Agreed‐upon Standards, Norms, and Principles

To ensure that new data control agreements and mechanisms are consistent with a common framework, a wide range of domestic laws will also need to be reexamined. For example, in the United States, the recently enacted CLOUD Act amended ECPA to reduce the general prohibition on US companies responding to requests from foreign law enforcement, and clarified that the SCA, one of ECPA's three titles, can be used to compel providers to produce data regardless of where the data are stored.

Of course, the United States is not the only country with blocking provisions preventing foreign law‐enforcement officials from accessing broad categories of data, absent an MLAT request. A recent survey of the European Commission revealed that the majority of EU Member States' laws “do not cover/allow that service providers established in a Member State respond to direct requests from law enforcement authorities from another EU Member State or third country.”98 In fact, it appears that “only two Member States” allow for such cooperation. The United States could use its own privacy law‐update process to coax European governments to follow suit, perhaps by imposing some form of federal legislation that would address baseline protections for privacy sufficient to mollify other countries that perceive inadequacy, while simultaneously establishing a workable framework for access to data under legitimate circumstances. Irrespective of the specific laws in question, as domestic rules are reformed, governments should look for opportunities to leverage the reform process to incentivize other states to take similar and reciprocal actions.



11.5.4 Recommendation Four: Focus First on Specific Policy Matters of Broad International Consensus, Then Move on to the more Contentious Issues

An issue‐specific approach could also provide significant opportunities for incremental progress, and provide an example that could spread laterally to other issue areas. For example, the importance of countering child exploitation is already a matter of broad international agreement.99 Swift progress on combatting it may be possible by working to ensure that law enforcement can rapidly obtain the digital evidence necessary to conduct child exploitation investigations, including identifying and rescuing children who are being abused. Other issues subject to broad international rapprochement and interest, such as the use of the internet by international terrorist organizations, or domain‐specific matters like the Anti‐Money Laundering (AML), are also potential areas for establishing an issue‐specific harmonized international data flow‐control framework. Starting with issues of broad consensus such as these can provide an initial basis for subsequent bilateral or multilateral efforts to expand a harmonized framework to other forms of criminal activity, or to other places where there is a shared interest in establishing harmonized data‐flow mechanisms.

Critical to all these efforts will be sequencing. Most likely, agreement between like‐minded countries with similar legal regimes (as is the case with negotiations on a UK–US Bilateral Agreement on Data Access) will need to precede agreements between countries with more divergent worldviews. For instance, the United States, United Kingdom, Canada, Australia, and New Zealand, given their similar legal regimes and history of close partnership, could reach agreement on a common framework for data flow controls, and then expand the set of countries committed to this common framework.

At the same time, there may also be opportunities to start bilaterally, even between countries that often do not see eye to eye. For instance, consider the 2013 agreement between US President Obama and Chinese Premier Xi Jinping, which limited government‐enabled theft of intellectual property and appears to have had some success.100 It could provide a useful example of how agreement between the largest and most powerful actors can establish norms that can be expanded to other countries. In all cases, issue selection and sequencing will necessarily depend upon the specific political and policy environments in question.




11.6 Additional Challenges

This chapter identified the central challenge to transnational data flow controls – the lack of a harmonized international framework – and provided recommendations for how the international community might work toward a more harmonized system. However, additional issues remain; chief among them, the question of cooperation between major technology providers and law enforcement and regulators.

In order to ensure that governments can effectively enforce their laws and regulations, a reasonable level of cooperation between government agencies and companies is essential. The reality is that absent robust, effective cooperation, governments are far more likely to implement laws and regulations that risk greatly impeding the growth and potential of the information economy. This risk is most substantial in nations where domestic commercial interests align with the imposition of strict rules and requirements on large, often foreign, providers. Accordingly, governments and providers alike must cooperate on a range of issues impacting global data flows, including such matters as encryption, provider compliance with court orders, and the question of retention and provision of data to law enforcement. Multinational providers will undoubtedly face challenges in doing this, as their services are used by highly diverse communities and cultures, requiring them to understand the societal and legal norms in the jurisdictions they operate and to make appropriate accommodations. However, providers that do not make reasonable accommodations are more likely to be impacted by laws or regulations that seek to compel them to take actions to abide by local norms. This is particularly the case when providers are unable to propose reasonable compliance alternatives to local authorities in places they do business.

Further, while harmonizing data flow controls is clearly important to the future of the internet and the information economy, it remains unclear precisely just how important this issue is within the intersecting policy matters of trade, cybersecurity, and differing notions of appropriate state control of activities occurring in cyberspace (“cyber sovereignty”). It is thus critical that governments, companies, and concerned citizens work to identify where and how data jurisdiction questions might be most effectively raised within multilateral or bilateral negotiations, and within debates about broader matters of international cooperation. Finding the right venues, the right cultural and diplomatic approaches to politically sensitive questions, and the most suitable timing for these discussions will be essential, as the international community seeks to make progress on these most pressing policy questions.



11.7 Conclusion

We hope this chapter has demonstrated that current approaches to international data flow controls and the geographic‐based framework for data jurisdiction are failing and need dramatic reworking. The solution to the problem lies in the harmonization of international data flow controls based upon flexible modes of cooperation between states and companies, without using geography as the primary consideration. Governments, technology companies, civil society groups, and academia need to foster shared global norms for appropriate data flow controls and to inject those shared principles into domestic law and policy, as well as international agreements. Absent such an effort, the situation will only become more intractable, jeopardizing the internet's continued potential as a platform for communication, innovation, and commerce.

We recognize the many challenges at hand, yet we believe the international community has a tremendous opportunity to begin the process of harmonizing data flow controls around a common set of standards. By doing so, the world can help preserve an open, interoperable, and global internet that spurs innovation and grows the economy; an internet that allows the world to freely communicate across borders, thus advancing the fundamental human right, enshrined in Universal Declaration of Human Rights, “to seek, receive and impart information and ideas through any media and regardless of frontiers.”
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12.1 Introduction

Society is producing more lines of code than ever before,1 and everything – from cars to sex toys – is becoming connected.2 This means that more vulnerabilities and exploits are produced daily, inviting breaches that can impose astronomic costs, whether legal, reputational, or even personal.3 As the risks and costs of cybersecurity risks are growing,4 a legitimate market for vulnerabilities thrives. Governments and companies enact vulnerability rewards programs in which they pay individual security experts for performing adversarial research and exposing critical vulnerabilities, previously uncovered by organizations' internal checks and quality‐assurance processes.5

Bug bounty programs fuel security research on a multitude of platforms, paying millions,6 influencing the income of tens of thousands of friendly hackers, and keeping the data of billions of users (more) secure.7 From Silicon Valley giants and Dark Web sites8 to the Department of Homeland Security9 and US army, bug bounties are gradually expanding their reach into traditional industries as well as governmental organizations, while still maintaining their dominance in the area of web and mobile applications.10

While recently rising to prominence, bug bounties are not a recent invention. The first bug bounty was initiated in 1995 by Netscape, which offered to pay $1000 for vulnerabilities found in its Navigator 2.0 Internet Browser.11 In 2004, Mozilla followed, offering researchers rewards for vulnerabilities found in Firefox; this bug bounty program is still running, paying millions. The logic of bug bounties also rests upon a piece of old “tech” wisdom that originated with the open software culture, according to which “given enough eyeballs, all bugs are shallow.”12 This means that if we can invite every security researcher in the world to join the “co‐developer base,” security bugs will be discovered and fixed faster.13 Bug bounties harvest this logic, which proved especially potent in the cybersecurity context, by expanding the circle of researchers (and skillsets) engaged in penetration testing and the search for security bugs.14 Empirical research supports this logic, finding that bug bounties are a cost‐effective mechanism for conducting security research, compared to the alternative of hiring full‐time employees.15

Although bug bounties play a dominant role in the cybersecurity landscape and the evolving market for vulnerabilities, there is still little discussion in the legal literature relating to bug bounties' use of form‐contracts to create an alternative legal regime for vulnerabilities' transactions. Much of the academic debate concerning these programs evolved within the computer science and economics disciplines.16 This is surprising, considering that the operation and effectiveness of a bug bounty program highly depend on how its legal terms are drafted and on the set of legal incentives and guarantees provided to hackers. Such guarantees include clear communication of the program's scope and the type of reward allocated for each vulnerability,17 as well as the type of legal risk assumed by the researcher and scope of authorization given to her to operate under the law. Clear program terms are critical to ensure bug bounties continue to operate as a “legal” marketplace for vulnerabilities – an alternative to the black market. If the terms are crafted poorly, hackers might be breaching the law merely by participating in the program.18

In the currently murky landscape of anti‐hacking laws, bug bounties present an interesting case study for how contracts could foster security research instead of stifling it – an alternative legal regime for facilitating ethical hacking. Currently, the law is still not well tailored to accommodate “white‐hat” security research.19 This is somewhat paradoxical, considering that cybersecurity is becoming an increasingly regulated field, and that more regulations (and regulators) are requiring companies to engage in penetration testing and to enact procedures for receiving vulnerabilities.20 Bug bounty legal terms operate in this landscape as a contract between the hacker and the sponsoring company, and are the focal point of determining the legal liability and risks of hackers engaged in bug hunting.21

As will be explained, anti‐hacking laws, mainly the Digital Millennium Copyright Act (DMCA) and Computer Fraud and Abuse Act (CFAA), partially facilitate security testing. However, they also require that the contract language “authorizes” testing. Therefore, the program terms should establish genuine “safe harbors” for hackers,22 by authorizing access, waiving liability in case the hacker follows the program guidelines, and specifically allowing the employment of research techniques such as reverse engineering, which are often prohibited under general end‐user‐license agreements (EULAs). By employing this boilerplate language for safe harbor, bug bounties offer a unique opportunity to affect the legal landscape of white‐hat hacking at scale as a form of private regulation.

This paper offers the first comprehensive account of bug bounty legal terms. It claims that while programs usually clearly disclose the “technical scope” of authorization given to the researcher, the legal scope of “authorization” and “access” is often ignored, nonexistent, or lacking. Hacker platforms also contribute to this reality, by emphasizing the importance of defining the technical and economic (rewards) scope, while conferring less attention to the importance of crafting adequate legal terms.23 Indeed, in some cases, the legal terms stand in direct tension with the purpose of the program, putting hackers who use basic research techniques in direct violation of terms, and exposing them to legal liability. In other cases, the terms create a reality in which hackers infringe the terms almost by default, if they do what the program wants them to do: find vulnerabilities.

Lack of safe harbor language has already resulted in at least one publicized case of a security researcher participating in bug bounty being allegedly threatened by the sponsoring company with CFAA legal action.24 On the positive side, more and more companies are adopting a direct commitment not to pursue legal actions against hackers, and some have even adopted legal language that specifically authorizes access under the relevant anti‐hacking laws. Unfortunately, this is still the exception, not the standard.

This paper presents key findings from a survey of legal terms for both public and private bug bounty programs: (i) “public,” popular, and smaller bug bounties programs,25 and (ii) the various terms of two leading hacker platforms, HackerOne and Bugcrowd. Hacker platforms, or “crowdsourcing platform vendors,” serve as intermediaries between individual hackers and the vendor of the product or service that is being tested. Platforms operate both “public” bug bounties, which are generally open to all individual researchers, and are offered directly by the company sponsoring the program, and “private” programs, which are administrated by the hacker platform. The private programs offer “submission vetting and program management,” as well as bigger rewards, and are limited to a number of elite researchers chosen by the platform or program (professional “bug hunters”).26

Section 12.2 of this paper discusses the key findings of the legal terms survey and the legal landscape of bug bounties. It exposes the bug hunting “catch 22”: the most rewarding vulnerabilities, the ones that require hackers to provide “proof of concepts” showing how they gained “unauthorized access,”27 also require that hackers comply with “all laws,” while not explicitly granting them access or exempting them from liability. The discussion will briefly present how the cyberlaw landscape, and specifically the DMCA and CFAA federal anti‐hacking laws, coupled with poorly drafted terms, create a reality wherein “bug hunting” could be legally dangerous. As background, Section 12.2 will also introduce the structure of bug bounty program terms.

Section 12.3 recommends some changes to the legal terms, in the interest of creating genuine “safe harbors” for bug hunting; it also provides policy recommendations to improve this emerging area of private law, which governs hundreds of thousands of researchers and vulnerabilities. Once safe harbor language is standardized, the bug bounty economy will become an alternate private legal regime in which white‐hat hacking is celebrated through regulatory incentives.



12.2 Are Bug Bounties Operating as a “Private” Safe Harbor? Key Findings of the Legal Terms Survey

This section reviews the key findings of the bug bounty legal terms survey. While bug bounty programs share some commonalities and terminology, there is also a striking disparity among them (as well as notable exceptions). Most importantly, this section focuses on the paradoxical reality often created by the combination of a program's terms, drafted by private entities, and US anti‐hacking laws. To set the stage, I provide a brief description of the relevant anti‐hacking law provisions, as well as some background on the structure of bug bounty legal terms.


12.2.1 The Bug Bounty Economy Anti‐Hacking Legal Landscape

The United States has a variety of “anti‐hacking” laws, at both the federal and state level, that aim to curb harmful computer hacking practices, imposing both criminal and civil liabilities on certain forms of computer hacking. Yet, these laws often fail to legitimize necessary security research, creating barriers for bug hunters.28 Prominent among these laws are the CFAA29 and the DMCA.30 These laws have an exterritorial nature and might affect hackers engaged in a bug bounty program regardless of where they are situated.31


12.2.1.1 The CFAA

The CFAA criminalizes, among other things, intentionally accessing “protected” computers and “obtaining information” “without authorization,” or in a manner that exceeds authorization.32 The definition of a “protected computer” is incredibly broad,33 and includes “essentially any computer connected to the internet.”34 “Obtaining information” is defined as merely being able to read or observe the data,35 which is often exactly what hackers need to do to demonstrate a proof of concept of vulnerability. Scholarship commonly refers to two categories of exceeding authorization: (i) “code‐based” (circumventing technical barriers) and (ii) “contract‐based” (accessing in violation of the contract terms). Leading scholar Orin Kerr also suggests a “norms‐based” exceeding of authorization, which occurs once access violates “accepted social practices.”36 While a comprehensive review of these categories is beyond the scope of this chapter, it is clear that effective security research might involve any of the above; therefore, it is necessary that the researcher be granted authorization and that the program terms clarify the scope of such authorization.

Moreover, while the recent decision by the Court of Appeals for the Ninth Circuit in Facebook, Inc. v. Power Ventures supports the proposition that a mere violation of terms does not constitute CFAA violation,37 we should not rely on that decision in this case for a few reasons. First, effective security research often requires something more than the mere violation of written terms, meaning an actual circumvention of technical barriers. Second, that is the decision of one circuit, not the law of the land.38 Third and most importantly, why should researchers even risk legal violation, pending courts' interpretation of the law, when drafters can easily clarify they are granted authorization to engage in research, if they follow the guidelines of the program (in terms of targeting the defined products, minimization, disclosure, etc.). As will be elaborated, some programs include this type of language, while others “force” hackers to exceed the “contract‐based” authorization by imposing contracts that prohibit hackers from reverse engineering or tinkering, or even attempting to gain unauthorized access.



12.2.1.2 The DMCA

Section 1201(a)(1) of the Copyright Act (codified under the DMCA) prohibits circumvention of technological measures that effectively control access to software code (as copyright‐protected work). This includes avoiding or bypassing measures, without authorization of the copyright owner.39 Again, authorization is key. The Librarian of Congress exempted in the sixth triennial rulemaking proceeding, under certain conditions, “good‐faith security research” of software for consumer‐oriented products, motorized land vehicles, and implemented medical devices from the DMCA prohibitions on circumvention of copyrighted systems,40 yet, such temporary exemption, recently extended and expanded in 2018, simultaneously requires that the security research, among others, will not violate any applicable law including the CFAA (or contract law),41 meaning that it cannot violate the terms of use. Paradoxically, contractual language often continues to ban researchers from “circumvention” such as reverse engineering or de‐complying,42 rendering this important exception less effective.

To summarize, even after the relatively new DMCA exception, it is vital that bug bounty terms authorize access to researchers and allow them to perform circumvention. The contractual language is key to establishing authorized access under both the DMCA and CFAA, and is often what determines whether the hacker is liable.



12.2.1.3 The Department of Justice Framework for a Vulnerability Disclosure Program for Online Systems

In July 2017, the Department of Justice (DOJ) Cybersecurity Unit – the agency entrusted with shaping the national strategy concerning CFAA enforcement – released a memo proposing a framework for a vulnerability disclosure program in order to provide “a rubric of considerations that may inform the content of vulnerability disclosure policies.”43 The importance of this document for each platform and company engaged in designing or employing a bug bounty cannot be stressed enough. Most importantly, the framework supports this chapter's view that a clause explicitly authorizing access and conduct under the CFAA would help to mitigate the legal risks associated with noncompliance with the CFAA.

The framework “outlines a process for designing a vulnerability disclosure program that will clearly describe authorized vulnerability disclosure and discovery conduct, thereby substantially reducing the likelihood that such described activities will result in a civil or criminal violation of law under the Computer Fraud and Abuse Act (18 U.S.C. § 1030).”44 The framework, however, does not discuss contract law or the DMCA (although by ensuring compliance with the CFAA, the language partially supports the DMCA exemption). Therefore, I suggest that similar wording be included for the purpose of these laws, and most importantly, that platforms and programs refrain from subjecting hackers to conflicting contractual terms that stand in tension with the purpose of the DOJ's framework.

Part III of the framework specifically addresses the drafting of the bug bounty policy, which should be one that “accurately and unambiguously captures the organization's intent.”45 In a nutshell, the framework suggests, among other things, that bug bounty terms should “describe authorized and unauthorized conduct in plain, easily understood terms,” “[a]void using vague jargon or ambiguous technical language to describe critical aspects of the policy, such as acceptable and unacceptable conduct, specifically identify the network components or data which are within and outside the scope of the program in the policy,” and “explain the consequences of complying – and not complying – with the policy.” The DOJ framework suggests, for example, that the policy state that:


	The organization will not to pursue civil action for accidental, good faith violations of its policy or initiate a complaint to law enforcement for unintentional violations.

	The organization considers activities conducted consistent with the policy to constitute “authorized” conduct under the CFAA.

	If legal action is initiated by a third party against a party who complied with the vulnerability disclosure policy, the organization will take steps to make it known, either to the public or to the court, that the individual's actions were conducted in compliance with the policy.46



Section 12.4 builds on this proposed language and addresses some additional recommendations.




12.2.2 Bug Bounty Legal Terms: General Structure

As previously mentioned, bug bounty legal terms operate as a contract between the hacker and the sponsoring company and set the expectations between the parties.47 Indeed, this is another manifestation of the use of boilerplate contract language to regulate a highly technological field – one that the law on the books sometimes struggles to govern effectively.48

Bug bounty terms usually follow a simple structure,49 a combination of the following: (i) Introduction; (ii) Technical Scope and guidelines (accepted and non‐eligible vulnerabilities, list of targeted products/servers/systems, commitment to maintain system integrity and to minimize harm and risk to users' privacy)50; (iii) Eligibility guidelines which pertain to originality, novelty (first to file a bug/report), nonacceptance of employees' report, ineligibility of social engineering and automatic tools, etc.; (iv) Reward guidelines, including explanations of how the company decides the amount rewarded, tables illustrating how much the company will pay for each bug (according to its criticality), guidance on how to claim a bounty, and on exclusion of hackers from countries sanctioned by the United States; (v) Disclosure guidelines, including proof of concept requirements, (in some cases) a template report,51 and information on whether the hacker is allowed to disclose the report; and finally, usually at the end (vi) general legal terms.

While the majority of programs surveyed in the sample did specifically include legal terms, there are programs – such as Mozilla and FitBit – that do not. It is also noteworthy that some programs do not refer to the legal terms as binding legal contracts, and avoid presenting the legal terms jointly with the technical guidelines. Moreover, some platforms choose to draft the terms in combination with explanations and a “softer” language.52 For example, Uber separates the legal and technical terms of the program published on the HackerOne platform, and only provides a hyperlink to the legal terms.53 Microsoft includes the detailed legal terms and notice of the bug bounty separately under the “Frequently Asked Questions” page, although they clearly are expected to operate as a binding agreement.54 Obviously, this practice could confuse hackers participating in the program, who should not be expected to perform in‐depth searches just to receive adequate disclosure of the terms with which they are required to comply. The separation of the legal terms from all the other general and technical guidelines invites unnecessary confusion.

If a program is operated through a hackers' platform, the various legal terms of the platform will apply in addition to the specific terms of the program (each of the platforms include four to five separate guidelines or terms, which apply to all programs initiated under the platform – in other words, hundreds of programs). This creates potential conflicts between terms that might lead to confusion, and discrepancies between the general platform terms and the specific program terms may arise. The terms of the program supersede the general terms only with respect to disclosure.55 While the default under HackerOne is to disclose vulnerabilities reported after 30 days (pending no objection of the parties), the Bugcrowd default is not to disclose reported vulnerabilities.56 The platforms do not elaborate on how conflicts in nondisclosure‐related areas or other discrepancies between their terms and the companies' terms should be resolved. This means that hackers are expected to master (and read) around 20–30 pages before submitting a bug, and also debate how to address potential conflicts: a considerable informational burden.

Aside from legal language related to anti‐hacking laws (addressed in the following section), the survey identifies few standard legal clauses. Programs often prohibit public disclosure of vulnerabilities or refuse to reward vulnerabilities disclosed to the public, prior to the resolution of the bug.57 One program, Net Gear, specifically alerts hackers that they will be subject to liability, and will breach contract, if they disclose information without prior consent.58 Other programs use more “relaxed” phrasing, stating that researchers should allow sufficient time for the company to patch the vulnerability prior to releasing the report.59 Of course, disclosure with respect to resolved vulnerabilities operates as a reputational market mechanism for companies to improve security. In this regard, standardized language that supports responsible disclosure is more desirable. Nondisclosure of reported, fixed and mitigated bugs undermines consumers' ability to assess the security level of the products and services they use and buy.60

In addition, platforms and companies often grant themselves copyright license in the report written and submitted by the hacker, clarifying that the hacker is the report owner. Some companies reserve the right to share the report with third‐party vendors that might be affected by its findings. More generally, platforms' and companies' terms often exclude from the program researchers originating from countries sanctioned by the United States, and emphasize the hacker's tax liability. All of these issues are important and do not pose any substantial difficulty in the context of creating safe harbors.



12.2.3 The Bug Bounty Catch 22

Although claiming to operate as safe harbors, many programs include language that cannot be reconciled with the practice of security research, does not explicitly provide the contractual “authorization” that minimizes the hacker's risk, and generally undermines the purpose of the program. This is demonstrated in the terms of both platforms and companies.

Most commonly, the legal language requires that hackers comply with “all applicable laws,” or forbids tests that “violate any law,” instead of granting hackers clear authorization to construct a safe harbor under the DMCA and the CFAA. Similarly, hacker platform terms require hackers to represent that their actions do not violate third‐party intellectual property rights,61 and that their conduct generally complies with all applicable laws, domestically and internationally.62

This practice shifts the legal risk to the hacker.63 Other programs do not include any reference to compliance with laws, thereby creating uncertainty.64 To this general finding, there are some exceptions: a minority of programs specifically include language that exempts hackers from liability, noting in the contract that they will not take legal action against hackers who comply with the guidelines.65 An interesting example is General Motors, which specifically states that hackers should not violate any civil law “other than those that would result only in claims by GM.” This language could be clearer and only addresses civil law (although both the DMCA and the CFAA could potentially give rise to criminal liability), but GM at least recognizes that effective security research, almost by definition, will result in claims under the law. While a contractual commitment not to pursue legal action is a positive step forward, specific authorization to access the system negates the legal basis for a possible criminal and civil complaint, as long as the hacker is within scope, of course, and therefore is more desirable.

In some cases hackers might get mixed signals with respect to the “authorized access.” For example, Google defines the “scope” of its program as “virtually all the content in the following domains: *.http://google.com, *.http://youtube.com, *.http://blogger.com.” Moreover, the combination of the sponsoring company general bug bounty policy and specific platform terms could result in discrepancies. For example, Bugcrowd limitations on program participation are rather broad, denying participation from all citizens of a country or region that is subject to US or any other “sovereign country sanctions or embargoes.”66 Yet, many programs operating on the platform only prohibit individuals from US trade sanctions' lists.

As mentioned, under some program terms hackers might be forced into contractual breach and civil and criminal liability. These programs specifically refer in their bug bounty terms to the general EULA terms, which prohibit reverse engineering and other tinkering and researching tools fundamental to security research – and sometimes even prohibit the mere attempt to gain unauthorized access. Instead of granting researchers permission to take such actions, the bug bounty terms prohibit them from doing so under contract, thereby undermining the DMCA exemption for security research discussed above. Notable examples of this practice include AVG terms stating that the submission of a bug “constitutes acceptance of the AVG End User License Agreement.” The AVG End User License Agreement further stipulates that users “may not… (iii) except as expressly authorized by law,67 (A) reverse engineer, disassemble, decompile, translate, reconstruct, transform or extract any [software] or any portion of the [software]…, or (B) change, modify or otherwise alter any [software].”

Facebook's bug bounty terms include a commitment not to sue hackers who follow the program guidelines, but also stipulate that “[the] use of Facebook services…, including for purposes of this [bug bounty] program, is subject to Facebook's Terms and Policies and the terms and policies of any member of the Facebook family of companies whose services you use.”68 Meanwhile, WhatsApp's terms state that the users:

must not (or assist others to) access, use, copy, adapt, modify, prepare…or otherwise exploit our Services…directly or through automated means: (a) reverse engineer, alter, modify, create derivative works from, decompile, or extract code from our Services; (b) send, store, or transmit viruses or other harmful computer code through or onto [their] Services; (c) gain or attempt to gain unauthorized access to [their] Services or systems…69


More problematic are bug bounty terms that explicitly deny authorization to access. For example, Alibaba's bug bounty terms specifically note: “No license or permission is given to any penetration or attack against any of Alibaba systems.”70



12.2.4 Safe Harbor Language Matters

To understand the current legal risks imposed on hackers when companies and platforms merely refrain from including clear exempting safe harbor language, one must learn the story of security researcher Kevin Finisterre. On 28 August 2017, the well‐known drone manufacturing company DJI announced its launch of a public bug bounty program.71 At the time, DJI did not publish detailed guidelines, technical scope, or legal terms concerning the bug bounty. It did, however, state that “[s]tarting today [August 28, 2017], bug reports can be sent…for review by technical experts,” that “[r]ewards for qualifying bugs will range from $100 to $30,000, depending on the potential impact of the threat,” and that DJI was “developing a website with full program terms and a standardized form for reporting potential threats related to DJI's servers, apps or hardware.”72 In the days that followed, Finisterre discovered a vulnerability relating to DJI's servers, one that allegedly leaked identifiable information about DJI customers according to reports. He started to communicate with the DJI bug bounty team and began preparing his bug report.

Since DJI had yet to provide a clearer scope of authorization and technical boundaries, Finisterre, according to reports, communicated in e‐mail with DJI's bug bounty team and received additional confirmation that servers (the subject of his security research) were within the scope of the bug bounty. Later, according to reports, an additional e‐mail confirmed that his bug submission was rewarded with the top reward of $30 000.73

It could be claimed that DJI's announcement of its bug bounty implied the scope of the program: the company stated that the bug bounty would start as of that day, and that the “potential threats” were “related to DJI's servers, apps or hardware.”74 According to reports, DJI issued a draft legal letter to Finisterre during the negotiations over the “bounty agreement” that finalized the terms of payment. In the letter, DJI allegedly threatened him with legal action under the CFAA, claiming that he accessed servers without authorized access,75 and asking him to sign a one‐sided agreement, according to Finisterre, that left him legally exposed. Finisterre ended up withdrawing from the bug bounty, foregoing the reward, and publishing his report along with his experience.76

Although DJI has its own version of the story,77 much of this misunderstanding could have been prevented if DJI had launched a bug bounty with clear guidelines on disclosure and technical scope. More importantly, if the guidelines had included clear authorization to access the system and a commitment not to pursue legal action (instead of what seems like implied consent from the announcement, and the confirmation allegedly given to Finisterre by e‐mail, according to reports), the company would have found it harder to send “draft” legal letters and employ them as a questionable negotiation technique. This case illustrates the potentially risky position in which hackers might find themselves, and the disparity in bargaining powers between the parties. Interestingly, a day after Finisterre published his story, DJI published a policy for its bug bounty including clear safe harbor language.78 Indeed, clear bug bounty legal terms (and technical scope) work to a company's benefit, by creating a concrete legal basis for complaint if a hacker intentionally violates the terms of the program regarding scope or disclosure.

This case signals to the bug bounty industry not only that safe harbor legal language matters, but also that the magnitude of legal risk that is shifted toward hackers if such language is not adopted ex ante. Lack of safe harbor leaves hackers exposed to legal threats ex post, as it creates ambiguity regarding the boundaries of the hacker operation, both technically and legally. These threats could later be used in negotiations to stifle disclosure or even, in other cases, to silence law violations or cover data breaches. Conversely, if hackers avoid participating in programs with insufficient terms, they could increase the legal terms' salience – thereby creating a market incentive for platforms and companies to improve the quality of the provided safe harbor, and further attract the best talent. With time, this will create a “race to the top” over the quality of bug bounty terms, and help mitigate the bargaining disparity between hackers, platforms, and companies.

As previous sections illustrated, the legal bug bounty landscape is controlled by boilerplate language offered on a “take it or leave it” basis. Generally, as in other standard‐form contracts and forms of private ordering, that transactional structure creates market failures if the quality of terms is not controlled in the market (i.e. terms are non‐salient).79 Interestingly, the bug bounty economy has strong reputation and network mechanisms that enable it to express concerns over low‐quality terms – a gateway to improving individual hackers' bargaining power and pushing toward standardization. For example, hackers use Twitter and inner circles to share their negative or positive experiences with a specific bug bounty; and platforms, which control a significant volume of the bug bounty market, have the ability to serve as collective bargainers. The following sections illustrate additional recommendations for how the power of contracts could be harvested to foster safe harbors.




12.3 Policy Recommendations: Toward a Private Safe Harbor

Hackers participating in bug bounties want to play by the rules – but as we learned, the rules often do not let them. Therefore, the rules should change. While platforms and companies have an understandable and legitimate interest in minimizing their risk, drafters of bug bounty terms should not include terms that stand in direct tension with the purpose of the program: incentivizing and enabling effective testing and security research. Each of the main players in the bug bounty industry can do their part to change this reality. The following recommendations are informed by the latest framework suggested by the US DOJ Cybersecurity Unit, in July 2017.


12.3.1 Increase of Terms Salience

The bug bounty economy exhibits the same agency problems and market failures as other markets regulated by unilaterally drafted boilerplate language that operates as private law.80 Since individual hackers have a limited ability to evaluate the legal implications of bug bounty terms, and there is a disparity in information and negotiation power between individual researchers, platforms, and sponsoring companies, it is possible that the terms might shift the legal risk to the researcher. If the bug bounty market does not police the quality of the terms, meaning that terms are non‐salient (i.e. they do not affect consumers' decisions – in this case, a hacker's decision to participate in a specific program),81 there is no incentive for the sponsoring companies or programs to provide better terms. Once individual researchers attach reputational or economic value to the quality of legal terms, drafters will have a strong incentive to increase their quality in order to attract the best talent.

Individual hackers could take steps to increase the salience of bug bounty terms by refusing to engage in programs that put them in legal risk. Indeed, sometimes it “takes a crowd” to create change. The research community should make sure that program quality is evaluated on how well it minimizes hackers' legal risks, not solely according to the monetary or reputational rewards – thereby increasing the salience of the legal terms. In this respect, hackers' platforms and companies must provide hackers simplified disclosures and promote competition over the contractual terms of the program, creating a “race to the top” mentality. Platforms could also consider implementing a reputational system for the contractual terms of bug bounty programs, similar to the one used to evaluate the reputations of individual researchers.82



12.3.2 Clear Safe Harbor Language

The most urgent takeaway from this survey is the crucial need to eliminate the paradoxical examples of bug bounty legal terms that include limitations on tinkering, de‐complying, reverse engineering, and the like. Security researchers who perform bug hunting should be exempted from the general EULA terms, and programs should include exempting language from any legal liability, as well as an obligation not to prosecute and sue hackers who follow the guidelines.83 These guidelines should not state generally that hackers are not allowed to breach any law, if they do not clearly create a “safe harbor” for bug hunting by authorizing access to the targeted systems.84 Hackers are unable to conform with anti‐hacking laws if such authorization is not granted, making it pointless to simply include vague statements that hackers should not be violating laws. As noted, some of the companies do not include any legal language in their terms. This practice is also not ideal: not only do the terms neglect to grant specific authorization to access systems but also they might suggest to the researcher that there are no legal limitations to his ability to test the systems.

The terms should also include specific authorization (with clear scope) for the purpose of the CFAA, the DMCA, and other anti‐hacking laws. The proposed (example) language under the DOJ framework could be used to that effect, but it would be useful to broaden it to encompass the DMCA and other relevant laws (e.g. “the organization considers activities conducted consistent with the policy to constitute ‘authorized’ conduct under the Computer Fraud and Abuse Act, [the DMCA, and any applicable law].”85 This commitment should be binding under the contractual terms.86 In addition, companies that hire hacker platforms should undertake this commitment to not prosecute “the crowd” also toward the platforms, allowing platforms to enforce such contractual commitment in the name of hackers.

Simultaneously, and as mentioned above, companies should make sure that any additional contractual terms imposed on hackers (such as “community guidelines” or EULAs) do not undermine such exempting language by prohibiting the use of various research techniques.87 Platforms could also review clients' terms to ensure the legal interests of participating hackers are safeguarded. Platforms should enable hackers to comply with their representations and the law, and mitigate their legal risk by negotiating the legal terms of the programs directly with the companies. In addition, I suggest that platforms redraft their default general guidelines to include language exempting hackers from liability if they follow the guidelines of the program, in line with the DOJ framework and the above recommendations. Platforms could also consider including language facilitating third‐party vulnerability disclosure (as well authorization and appropriate copyright sub‐license). Since the platforms' terms operate as an additional layer of agreements, and they can encourage (or even require) their clients to adhere to the DOJ framework, platforms have a key role in ensuring that hackers operate under a safe harbor. At minimum, platforms should commit to review all terms and inform hackers when terms are not aligned with the DOJ framework and proposed recommendations, as a reputational mechanism.



12.3.3 Standardization of Bug Bounty Legal Terms Across Platforms, Industries, and Sponsors

Standardization of bug bounty legal terms across industries and sponsors, in line with the DOJ framework, and akin to the licenses employed by Creative Commons and the open‐source industry,88 could reduce the informational burden and increase hackers' awareness of terms (salience). It could also signal whether a particular platform or company conforms with the standard terms that are considered best practice. Finally, it could reduce the drafting costs of the platform or sponsoring program, as well as the transactional costs. While some organizations (such as governmental or financial organizations) might require adjustments, generally the legal concerns of bug bounties' sponsors and platforms are similar and could be addressed in standardized language.

Moreover, standardization should be used to ensure that hackers have authorized access to any third‐parties' data or components89 implemented in the bug bounty administrator product/network, and to facilitate coordinated disclosure of third‐party vulnerabilities found (and ethically disclosed).90 Companies and platforms should coordinate to ensure that such clauses are included in all terms, facilitating a best practice mentality in the industry.

The rise of Internet of Things (IoT) devices, which include hundreds of libraries each, all with different terms dictating the limits of the research, further mandates clearly defined exemptions for friendly hackers. Platforms and companies should ensure that no third‐party components or data are within the scope of the program – and, if they are, that the administrator of the bug bounty obtains sufficient authorization so as to not to subject the hacker (and the sponsoring company) to liability.

The DOJ's framework specifically states that bug bounty administrators should “[c]onsider whether any of the network components or data within the scope of the vulnerability disclosure program implicates third‐party interests and, therefore, whether they should be excluded from the program entirely or require the organization to obtain additional authorization before including them in the program.”91 Given the complexity of identifying third‐parties' interests in multilayered products and technologies, the industry can consider introducing an identical standard language among the bug bounty administrators that will enable authorization as well as coordinate disclosure in case a third‐party vulnerability is identified. As the DOJ framework suggests, “[a]bsent an agreement with the [third party], the organization implementing the vulnerability disclosure program may lack the authority to authorize others to access the provider's servers as part of the vulnerability disclosure program.”92

Utilizing agreed‐upon standard language in all agreements with third‐party vendors and bug bounty administrators could be helpful. Third parties will also benefit from crowd assistance in identifying vulnerabilities. Therefore, language that enables bug bounty administrators to share reports with relevant third parties (with the applicable copyright sub‐license) is also important, and could be mutually agreed upon by different administrators. For example, platforms can require such language in their client contracts and policies, thereby creating, fairly easily, mutual agreement between their clients. Platforms and companies could consider how to cross‐subsidize rewards in such cases, or create a separate mutual fund akin to the open‐software/internet bug bounty,93 so hackers will be compensated for third‐parties' vulnerabilities as well.

With the release of the DOJ framework, it is more important than ever to review all terms and aspire to facilitate one contractual language that will operate as the best practice benchmark and model for the industry. Companies that do not operate under this model will have a market‐based incentive to adopt better terms to attract hackers.94



12.3.4 Improved Disclosures and Educational Efforts

Lack of proper disclosure might confuse individual researchers and reduce terms salience. Companies should disclose key legal prohibitions alongside the technical definitions of the scope of the program, instead of sending hackers to terms buried in (multiple) hyperlinked contracts. In this respect, the DOJ framework notes that bug bounty administrators should “[m]ake the vulnerability disclosure policy easily accessible and widely available.”95 The legal scope of the program should be disclosed by companies and platforms in as much as the technical scope, in order to ensure compliance.

Companies and platforms could further simplify the legal language of the terms: disclosure should be made in clear language, accompanied with “you can do” and “you can't do” illustrations, and guidance should be provided.96 This is aligned with the DOJ framework suggestions that the “authorized and unauthorized conduct [will be described] in plain, easily understood terms,” that the program will be drafted “accurately and unambiguously,” and that companies avoid “vague jargon or ambiguous technical language to describe critical aspects of the policy, such as acceptable and unacceptable conduct.”97 Furthermore, platforms should educate hackers on recent developments in the anti‐hacking legal landscape, including recommendations for what to focus on when reviewing bug bounties' terms.




12.3.5 Individual Hackers as Collective Bargainers

The security industry has been in dialog with regulators to facilitate white‐hat hacking,98 yet the voice of the individual hacker is still often unheard. As this chapter illustrates, cyberlaw is changing, and it is shaped not only by regulators, but also by “private law” via the boilerplate, “take it or leave it” language of companies' EULA and programs' contractual terms, which often do not attend to hackers' “legal” needs. In addition, the terms place an informational burden on hackers (especially if the hacker is participating in a platform, and thus must read an additional set of terms), sometimes requiring them to be legal experts who know “all applicable laws” in order to comply and can resolve discrepancies between terms.99

As in all organizations, there is a risk of an agency problem when the legal incentives of the hacker platforms, the hackers, and the sponsoring companies are not aligned: one manifestation of this problem is terms drafted in a manner that shields the organization and platform, shifting the risk to hackers. Conflicts of interest will inevitably arise. For years, individuals in other industries facing similar realities (in other arenas) have united. Creators and authors stood against record companies, publishers, and even regulators that sought to delineate their rights and impose on them legal risks that prevented them from being (legally) free to do what they do best. With the help of others, they formed organizations such as the Authors' Alliance, to advocate for their rights.

This research demonstrates how hackers can improve their position by negotiating simple changes in contractual language and increasing terms salience. Such efforts can potentially affect the legal risks of tens of thousands of hackers engaged daily in bug hunting. It is just one example of how hackers can advocate as a united front for mitigating their risks and ensuring their rights. The hacker community should not depend on the fact that companies often neglect to enforce contractual language, but rather demand that the terms exempt friendly researchers. This will reduce the barriers to bug bounties and provide hackers with additional incentive to engage in friendly hacking.




12.4 Conclusion

As the practice of sharing vulnerabilities and cybersecurity information is looming in both private and governmental realms,100 it has become more important than ever before to shield hackers seeking to participate in legitimate vulnerabilities trading from legal risks, and to incentivize participation in bug bounties. Yet, currently, the terms often do not facilitate safe harbors for hackers to engage in bug hunting. Companies and hacker platforms require hackers to comply with “any applicable laws,” without allowing them to do so: not authorizing access to targeted systems, subjecting them to EULAs that prevent reverse engineering and tinkering, expecting hackers to become legal experts and resolve discrepancies between conflicting terms. Hackers want to play by the rules,101 and avoid black markets,102 but the rules would not let them: therefore, the rules should change.

I have proposed simple changes that could be easily implemented: terms should exempt hackers who follow the program guidelines, and clearly authorize access; simple disclosures should be implemented and paradoxical terms that subject hackers to EULAs should be amended. Hacker platforms should implement these steps in their general guidelines, ensure that participating programs do the same, and provide further guidance to the participating hackers on terms they should expect to see. Terms could be standardized, and platforms could enforce the companies' commitments not to prosecute or seek damages when hackers comply with the program terms. Once standardization of bug bounty legal language is achieved, the bug bounty economy will become an alternate private legal regime in which white‐hat hacking is celebrated through regulatory incentives.

Indeed, this paper is just one manifestation of a general narrative in the cyberlaw landscape: the law continues to struggle to facilitate white‐hat hacking security research practice, resulting in various anomalies, and often leaving hackers who seek to do good legally exposed. It is crucial that a least on their parts, entities seeking to facilitate security research – and that are engaged in private “cyber” ordering through boilerplate contracting – craft terms that support such research, instead of undermining it.
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101 See Bugcrowd, “Webinar: Bug Hunting and The Law,” wherein Bugcrowd Founder and CEO Casey Ellis mentions that the hackers engaged in the platform “want to play by the rules.”
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